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Abstract

Efficient Evaluation of Damping in Resonant MEMS

by

Tsuyoshi Koyama

Doctor of Philosophy in Engineering-Civil and Environmental Engineering

University of California, Berkeley

Professor Sanjay Govindjee, Chair

This dissertation is about numerical methods for efficiently simulating damping behavior in Mi-

croelectromechanical Systems (MEMS). Within the class of MEMS devices, focus is put on the sim-

ulation of high-frequency mechanical resonators which have potential applications as on-chip, high-

performance, low-power signal-processing elements such as filters or oscillators in radio-frequency

(RF) wireless technology. The performance of these devices are defined by the quality factorQ, which

is defined as the maximum stored energy divided by the energy dissipation per radian of oscillation.

High Q values are desired, but can be limited by energy dissipation mechanisms such as anchor loss,

thermoelastic damping, air damping, material losses, and ohmic loss. The design process of these

MEMS resonators can be accelerated significantly by accurate and efficient numerical simulations

which can predict the amount of damping in the system, and ultimately Q. In this work, numeri-

cal methods to efficiently evaluate Q for systems with anchor loss and thermoelastic damping are

developed. Anchor loss contributions to Q are computed from the solution of a complex-symmetric

eigenvalue problem through a Jacobi-Davidson QZ eigensolver in combination with a scalable (to

millions of unknowns) geometric multigrid we have developed specifically for this type of problem.

Thermoelastic contributions to Q are simulated by efficient evaluation of transfer functions by a
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second-order Krylov subspace based structure preserving reduced order model. The MEMS res-

onators introduced here are components of an electrical circuit and actuated electrostatically or

piezoelectrically, making them electromechanically coupled systems. Efficient transfer function eval-

uation through the extraction of equivalent circuit parameters based on a variational framework

extendable to various resonator geometries is also presented. The numerical simulations of a class

of disk resonators reveal contradictory results to experimental claims regarding decreases in Q with

respect to post misalignment. The simulations only incorporate purely mechanical effects and ideal

geometry, which implies that sources such as electromechanical coupling effects and geometrical vari-

ations are responsible for this Q sensitivity.

Professor Sanjay Govindjee
Dissertation Committee Chair
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Chapter 1

Introduction

The work in this dissertation involves efficient numerical evaluation of damping phenomenon

that occur in resonant Microelectromechanical Systems(MEMS) [161]. MEMS is the broad term used

to describe micron-sized devices that interact not only with the electrical and mechanical domain,

but also with the thermal and fluidic domain. Within MEMS, we focus our attention on devices

called resonant MEMS, which have applications as filters and oscillators in integrated circuitry(IC)

technology, and sensors.

1.1 Outline and contributions

• In the remaining portion of this introduction, an overview of resonant MEMS devices along with

their applications, the damping mechanisms that affect their performance, and the numerical

methods that exist to evaluate the quality factor Q, which is a measure of damping, are

presented.

• Chapter 2 focuses on a methodology to evaluate damping that arises from the energy dissipation

mechanism called anchor loss. This is modeled through a technology called Perfectly Matched

Layers (PML). We have developed heuristics for selecting optimal parameters in the PML for
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a 1D scalar wave problem and they are confirmed in higher dimensions. Here, optimality is

defined in terms of the least computational effort required for a desired accuracy in the solution.

In contrast to the work of Bindel, such a selection of optimal parameters is made possible by

the expression for the interface reflection that we have constructed from close observation

of results obtained from numerical experiments. The quality factor Q can be evaluated by

solving a generalized eigenvalue problem obtained from a finite element discretization of the

governing equations with PML applied. The application of PML results in complex-symmetric

(non-Hermitian) system matrices, rendering the solution of the eigenvalue problem non-trivial

when the size of the matrices required for physically meaningful solutions exceeds the order of

millions. The generalized eigenvalue problem is solved with a Jacobi-Davidson QZ solver in

combination with an efficient geometric multigrid preconditioner that we have developed for

solving the complex-symmetric linear systems arising from the applications of PML. To the

best of our knowledge, this is the first successful attempt in applying geometric multigrid to

these linear systems. The details of the geometric multigrid are presented and the convergence

behavior of the method with respect to PML parameters is presented. This is the also the first

application of the Jacobi-Davidson QZ solver to problems on the order of millions of degrees

of freedom.

• Chapter 3 focuses on a methodology to evaluate damping that arises from the mechanism called

thermoelastic damping. This is modeled by solving the coupled mechanical balance of equilib-

rium and heat equation. Besides evaluating the eigenvalues of this system, the quality factor Q

can be computed by transfer function evaluation. A reduced order modeling technique based

on second-order Krylov subspaces is presented. The technique preserves the structure of the

finite element discretized system of equations to produce a reduced order model which matches

twice as many moments of the transfer function for systems with symmetric mechanical forcing

and sensing. In order to show this property, a new theorem proving the moment matching

properties based on a formulation through second-order Krylov subspaces is presented.
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• Chapter 4 focuses on efficient damping evaluation of electromechanically coupled systems

through equivalent circuit model parameter extraction and transfer function evaluation. In

the design of a resonant MEMS device as a component in an electrical circuit, the engineer is

interested in the behavior of the mechanical device at a specific frequency and mode of vibra-

tion, namely at resonance. The device at this frequency can be modeled by a single degree of

freedom system through lumped mechanical parameters. From an analogy between a single

degree of freedom mechanical and electrical system, these lumped mechanical parameters can

be translated to equivalent circuit model parameters. The engineer can then use these few

parameters to effectively model the complex mechanical resonator and subsequently simulate

the entire response of the circuit including the mechanical system with ease. As opposed to

the slightly ad hoc parameter extraction process presently used, a systematic parameter ex-

traction process based on a variational framework for modeling electrostatic and piezoelectric

electromechanically coupled systems is presented. The new framework allows one to treat

systems with various geometry and to incorporate the electromechanical coupling effect into

the mechanical modes of vibration.

• Chapter 5 presents numerical examples of MEMS structure which are used to exhibit the be-

havior of the numerical methods that we have presented for efficient modeling of systems

with damping. The numerical simulations are conducted using the open-source software

HiQLab [35]. HiQLab has been initiated by Bindel and members of the SUGAR [85] group,

including myself, have made contributions in developing the software. A brief overview of

HiQLab is presented along with details regarding the interface to the parallel iterative solver

library PETSc, which is used to solve linear systems up to the size of millions. This is followed

by the simulation of three MEMS devices. The first is the disk resonator with which the damp-

ing mechanism of anchor loss is modeled through the application of PML. The method that we

have developed to compute the quality factor Q from the complex-valued frequencies through

the computation of a complex-symmetric generalized eigenvalue problem is presented. The
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simulations are conducted on a parallel processor machine to observe how the compute time

scales as the number of processors and number of degrees of freedom of the problem increase.

Fully 3D mechanical simulations are conducted on a family of disk resonators for which exper-

imental results have claimed a large decrease in the quality factor Q with respect to increasing

post misalignment. Our purely mechanical simulations reveal small decrease of Q with respect

to post alignment. This implies that other sources such as electromechanical coupling effects

and geometrical variations which we have not incorporated must be the cause for the sensitive

behavior in Q. Next a dielectric transduced resonator is analyzed using the technology devel-

oped for electrostatic electromechanically coupled systems. The extracted equivalent circuit

model parameters produce a transfer function with relatively accurate behavior near the res-

onance frequency with less computation time than the full model. Parametric studies of the

equivalent circuit model parameters with respect to variations in the material and geometrical

parameters reveal results which are not accessible by simple parallel plate assumptions of the

electromechanical coupling effect. An application of a formula based on a simple parallel plate

assumption can neglect the amplitude of vibration of the parallel plate, resulting in an false es-

timation of a 4th power dependence of the motional resistance on the gap size, which in reality

should be a 2nd power dependence. Our simulations are able to predict this behavior. The last

example is a thermoelastic beam resonator and ring resonator, with which the reduced order

modeling technology for the thermoelastic problem is used to compute the transfer function.

Analogously to the case of the equivalent circuit model parameter extraction, fast accurate

evaluation of the transfer function is presented.

1.2 Resonant MEMS

Resonant MEMS are a class of devices which have applications in radio frequency (RF) wireless

technology as potential replacements for off-chip bulky components, reducing the total size, cost, and
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energy consumption of devices like wireless transceivers [155, 145, 146]. Figure 1.1 shows a schematic

of a present-day wireless transceiver front-end architecture [147] and Figure 1.2 shows a schematic

of the envisioned future multi-band receiver front-end architecture [147]. The components shaded in

gray represent the mechanical components which are either filters (RF BPF: Radio Frequency Band-

Pass Filter) or oscillators (Xstal Osc: Crystal Oscillator). One can clearly see from their abundance,

the importance that mechanical components currently play and will continue to play in wireless

technology. A filter is a signal processing unit used to select desired or remove unwanted components

from a spectrum of frequencies, and an oscillator is used as a reference frequency generator for a

mixer (depicted in the diagram as ⊗), which either upconverts or downconverts signals between very

high-frequency (VHF) and intermediate frequency (IF) ranges [120].

One may wonder why mechanical components are used instead of electrical components. This

is due to the performance requirements of the components in the RF electrical circuit. For a system

under sinusoidal excitation at a given frequency ω, an index called the Quality Factor (Q) defined

as

Q :=
Maximum energy stored in system

Energy dissipated per radian
, (1.1)

is used to measure its performance. As will be explained in more detail later in this chapter, Q

is intimately related with the transfer function of the system and the sharpness of the resonance

peak. Narrow bandwidth and low energy loss are desired for components in RF circuitry filters

which requires high Q values on the order of 10,000 and higher. These are attainable only through

mechanical components. With purely electrical components, Q values are limited to values on the

order of 1 to 10. A high Q is also desired in RF oscillators since a low Q can increase the amount of

phase noise in the system (phase noise floor) to the level of totally swamping the desired low-power

signals.

Current state-of-the-art technology uses ceramic filters, surface acoustic wave (SAW) filters,

quartz filters, film bulk acoustic resonator (FBAR) filters, and quartz oscillators, which are capable
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of achieving Q’s up to 10,000 needed for RF bandpass filtering and frequency generation. The only

problem is that they are all off-chip components taking up space and comprising a sizable fraction of

the parts and assembly cost. By replacing these off-chip components with on-chip integrated MEMS

components, there is a large gain in terms of space, cost, and energy consumption [143].

The success in development and fabrication of resonant MEMS has introduced a new paradigm

regarding the originally individual stand-alone MEMS devices as hierarchical building blocks for

more complex and integrated structures. This approach is similar to the process in which integrated

circuitry (IC) has developed. By combining the individual MEMS devices either mechanically,
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electronically, or by both, in quantities ranging from 2 to 60, successful filter designs with low

insertion and sufficient band-width have been constructed [126]. Our goal is to make the design of

such devices, hitherto quite experimental, systematic and straightforward.

1.3 Damping mechanisms

As mentioned in the previous section, maximization of Q in resonant MEMS is crucial in

obtaining superior performance as filter or oscillator components. One sees from the given definition

of Q that energy dissipation within the system, i.e., damping in the system, must be minimized

for this objective. This situation is contrary to applied areas such as earthquake engineering where

damping is a considered a virtue rather than a vice. Numerous experiments and analysis have been

conducted to determine the main causes of damping in high-frequency resonant MEMS, revealing

mechanisms such as anchor loss [97], thermoelastic damping [66, 2, 195, 159, 97, 197, 46], material

loss, air damping [97, 46], and ohmic loss. Within these mechanisms, in RF MEMS applications,

anchor loss and thermoelastic damping have been experimentally acknowledged to be prominent

sources of damping. Thus in this research, focus is centered on the efficient numerical evaluation of

these mechanisms.

1.3.1 Anchor loss

Anchor loss is the mechanism in which energy is lost from a resonating system in the form of

outgoing propagating waves that do not return. In resonant MEMS, the devices are fabricated on

top of a Silicon substrate to which it is connected through anchors. Compared to the micron-sized

device, the substrate is orders of magnitudes larger and can be considered almost a semi-infinite

half domain. As the MEMS device resonates, this motion couples with the underlying substrate

through its anchors, sending non-returning waves into the substrate. This damping mechanism has

been experimentally observed to be prominent in resonant MEMS at high-frequencies larger than
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the MHz range and depends strongly and sensitively on the design and mode of vibration of the

device. There exist experimental data where breaking one of the anchors in the device has lead to

order of magnitude difference in measured Q of the device. Contrary to this importance, not many

attempts have been conducted to analyze and simulate this phenomenon.

There exist two approaches besides the one that we have made: semi-analytical and fully

analytical. In the semi-analytical approach of Park and Park [151, 152], as the first step, a Fourier

transform is applied in the plane of the substrate surface, which can be considered infinite. The

direction orthogonal to this plane is left untransformed. This step is conducted to evaluate the

impedance of the substrate. This is combined with the impedance of the structure under proper

interface matching conditions to obtain the overall system response. The Q is the extracted from the

transfer function which can be obtained from the impedance. This method is advantageous in the

sense that the substrate is not modeled as semi-infinite and wave reflections on the backside of the

substrate are modeled properly. This can be important when the substrate cannot be considered

semi-infinite, such as the case when the propagating wave length in the substrate is large. The

disadvantage is that a spatial inverse Fourier transform is required to evaluate the entries of the

impedance matrix for the substrate which can be costly and tedious.

In the approach of Hao and Ayazi [151, 152, 90, 89], contrary to Park and Park [151, 152],

a purely analytical expression for Q is sought based on simplifying assumptions on the structure

and mode of vibration of the device. The Q here is computed by assuming that the work imposed

on the substrate by the anchor is equal to the energy loss. The analytical closed form expressions

obtained are particularly attractive to designers due to their simplicity, but the drawback is that

they are only valid under the assumptions that are made and available for restricted geometries.

Thus if the geometry is special such that the mechanism of damping is not known, this method is

inapplicable. For example, the disk resonator fabricated by Wang et al. [188] has been analyzed by

Hao and Ayazi [89] but due to these limitations they cannot simulate the effect of post misalignment

on Q. Contrary to this we will present the results of simulations on such general geometries using
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our method in Section 5.3. We will see that for the first time it is possible to rapidly simulate the

effects of anchor loss for general geometries, especially the effect of post misalignment to the quality

factor Q.

1.3.2 Thermoelastic damping

Thermoelastic damping is the mechanism in which energy is dissipated through the coupling

between the mechanical and thermal domain. Mechanical oscillation couples into the thermal domain

via volumetric expansion causing local temperature fluctuations. This in turn produces heat flow in

the system leading to energy dissipation.

The first to extensively study this phenomenon was Clarence Zener, who published a series of

papers starting in 1937 ranging from theoretical clarification of the mechanism and applications in

polycrystals to experimental verifications in metals [200, 201, 202, 203, 204]. The formula he derived

for evaluation of thermoelastic damping for beam structures in bending has been widely accepted

due to its closed form, simplicity, and applicability. Though the formula was originally formulated

for macro beams, the phenomenon has been experimentally observed in MEMS beam resonators

down to the micron range. The approximations made in his formula were Euler-Bernoulli beam

bending and use of only the first thermal eigenmode across the thickness in expressing the thermal

field. Recently, Lifshitz and Roukes [130] have developed a slightly more refined model in absence of

the approximation of the thermal field by the first eigenmode, but still restricted to beams. Slight

variants have also been proposed by Srikar and Senturia [168] for polycrystalline beams (though the

formula has not been experimentally verified), by Prabhakar and Vengallatore [157] for bilayered

beams, and Wong et al. [191] for ring structures vibrating in in-plane flexural modes.

The formula proposed by Zener has been verified to be accurate, but is only applicable to beams

or thin structures vibrating in their flexural mode. As designers explore different geometries which

are no longer of this type, more general methods based on numerical simulations are required. The

approaches that have been conducted are all based on the finite element discretization of the coupled
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equations of thermoelasticity, i.e., the linearized balance of linear momentum and linearized heat

equation [83, 60, 121, 199]. They have been shown to be valid and verified against experimental

data for beam type geometries. Solution of the coupled equations has one drawback, it increases

the degrees of freedom of the problem and increases the computational intensiveness. Thus what is

now required are efficient methods to evaluate thermoelastic damping. In Chapter 3 we present a

method based on transfer function evaluation of a reduced-order model which can be up to 60 times

faster than a full finite element discretization, and as accurate.

1.4 Numerical evaluation of the quality factor

As mentioned in the previous section, the quality factor Q is a measure of the performance of a

device and a large value is desired. The expression to evaluate Q was introduced in Equation (1.1).

Unfortunately this expression is not suited for experimental or numerical evaluation, since difficulty

can arise in computing or measuring energy dissipation and defining maximum stored energy. In

experimental work, the quality factor is often evaluated from the transfer function. In numerical

simulations, the quality factor can be evaluated from either the transfer function or an eigenvalue

computation. These two methods are used to evaluate the quality factor Q in our simulations.

The equivalence between the three methods for evaluating the quality factor Q of a single degree

of freedom system can be easily shown. The governing equation of motion for such a system is

mẍ+ cẋ+ kx = f (1.2)

where m is the mass, c is the damping coefficient, k is the stiffness, x is the displacement, and f

is the forcing term. m, c, and k are all assumed real. Under a time-harmonic forcing term with
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frequency ω, f , x, and velocity v can be expressed as,

f = f0e
iωt, (1.3)

x = x0e
iωt, (1.4)

v = ẋ = v0e
iωt, (1.5)

= iωx0e
iωt. (1.6)

By inserting these terms into the equation of motion, one obtains the force-velocity transfer function,

Hv(ω) :=
v0
f0

= iω
x0

f0
=

1
k−mω2

iω + c
. (1.7)

The quality factor Q computed for this example with the three different methods are as follows.

1. Energy computation(original definition)

Here we assume ω ∈ R. The maximum energy stored in the system is,

WMaximum stored energy =
1

2
k |x0|2 =

1

2
k

∣∣∣∣
f0
ω

∣∣∣∣
2 ∣∣∣∣
v0
f0

∣∣∣∣
2

. (1.8)

The energy dissipated per radian in the system, which is the amount of work done per cycle

is,

WEnergy dissipated per radian =
1

2π

∮
Re(f)Re(v)dt

=
1

2ω
Re
(
f0v0

)

=
|f0|2
2ω

Re

(
v0
f0

)
. (1.9)

Thus from Equation. (1.1),

Qenergy(ω) =
k

cω
. (1.10)

2. Eigenvalue evaluation

Given Equation (1.2) and the time-harmonic assumption on the displacement in Equation (1.4),

the complex eigenfrequencies ω of the system satisfy the equation,

−mω2 + icω + kω = 0. (1.11)



12

The expressions for the complex eigenfrequencies are,

ω =
ic±

√
4mk − c2
2m

. (1.12)

By defining the quality factor computed from the complex eigenfrequency as,

Qeigen =
|ω|

2Im(ω)
, (1.13)

one obtains the expressions,

Qeigen =

√
mk

c
. (1.14)

This expression is identical to the quality factor obtained from the energy computation defi-

nition Qenergy(ω), when Qenergy(ω) is evaluated at the forcing frequency ω0 =

√
k

m
. ω0 is the

complex eigenfrequency of the undamped system with c = 0, as well as the value at which

Hv(ω) takes a maximum for ω ∈ R.

3. Transfer function evaluation

As components in electrical circuits, mechanical resonators behave as transducers, transferring

information between the electrical domain and mechanical domain [161] in the form of energy.

The index of importance in measuring this energy transfer is the amount of energy transfered

per unit time, which is power. In the electrical domain, the power conjugate variables are

voltage V and current I . In the mechanical domain, the analogue of this power conjugate

variable pair is the force f and velocity v. For this reason we would like to focus on the

force-velocity transfer function Hv(ω) with ω ∈ R.

The force-velocity transfer function presented in Equation (1.7) has a magnitude of,

|Hv(ω)| =
1√(

k−mω2

ω

)2
+ c2

, (1.15)

with peak at frequency ωpeak = ω0 =

√
k

m
and value |Hv(ω0)| =

√
1
c2 . The function |Hv(ω)|

has a peak at ω0 and decreases locally as ω differs from ω0. Let us define the values of the
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frequency where |Hv(ω)| drops to the value of
√

1
2c2 in the neighborhood of ω0 as ωl and ωu

where,

ωl =
−c+

√
c2 + 4mk

2m
, (1.16)

ωu =
c+
√
c2 + 4mk

2m
. (1.17)

By defining the 1/
√

2 bandwidth of the force-velocity transfer function in the neighborhood of

ω0, as the the difference between the frequencies that take the value 1√
2
|Hv(ω0)|, we obtain,

∆ωBandwidth at 1/
√

2 =
c

m
. (1.18)

Finally we define the quality factor Q from this transfer function as,

Qtransfer :=
ωpeak frequency

∆ωBandwidth at 1/
√

2

, (1.19)

one obtains the expressions,

Qtransfer =

√
mk

c
. (1.20)

This is again identical to Qenergy(ω0) and Qeig.

Remark 1: The expression −3[dB] used in literature to find the bandwidth in Equation (1.19)

is an approximation to the more proper expression,

20 log10

1√
2
≈ −10 ∗ 0.3010 = −3[dB].

For a multiple degree of freedom system, an exact equivalence is difficult to show. Consider the

multiple degree of freedom system below,

Mẍ + Cẋ + Kx = Bf, (1.21)

y = L∗x, (1.22)

where M is the mass matrix, C is the damping matrix, K is the stiffness matrix, x is the displace-

ment, f is the scalar input, B is the vector which defines the input forcing pattern, y is the desired
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scalar output, and L is the vector which defines the output sensing pattern. The input f is assumed

time-harmonic f := f̂ exp(iωt), resulting in a time-harmonic displacement x := x̂ exp(iωt) and out-

put y := ŷ exp(iωt). Here a single input single output (SISO) system has been selected for clarity in

the discussion. Depending on the type of problem the matrices M,C,K have different properties.

For example, as is shown in Chapter 3, the thermoelastic system of equations leads to a singular

real-symmetric M, singular real-unsymmetric C and K. The anchor loss simulations with PML pre-

sented in Chapter 2, lead to complex-symmetric M and K. In such cases, the definition of maximum

energy stored in the system and energy dissipated per radian can become vague, which can make

the applicability of Q evaluation method 1 troublesome. For the thermoelastic system of equations,

should one consider just the mechanical energy? For the case of the anchor loss simulations with

PML, should one consider the real part of K in evaluating the maximum stored energy? In this

aspect the Q evaluation methods of 2 and 3 are more robust and can be applied in a straightforward

manner.

Numerical evaluation of the quality factor Q from the eigenvalue (Q evaluation method 2),

results in solving for the eigenvalues of the quadratic eigenvalue problem,

(
−ω2M + iωC + K

)
x̂ = 0, (1.23)

obtained from inserting x = x̂ exp(iωt) into Equation (1.21). With the complex-valued eigenvalue

ωeig, Q is evaluated from Equation (1.13). Thus the amount of computation required for evaluating

Q is an eigensolve, which for large sparse systems may involve several linear system solves. Often

one is interested in Q values for modes that have eigenvalues in the interior of the spectrum which

can add difficulty to the linear solves.

Numerical evaluation of the quality factor Q from the transfer function (Q evaluation method

3) requires evaluating the function H(ω),

ŷ(ω) = H(ω)f̂ , (1.24)

H(ω) := L∗ (−ω2M + iωC + K
)−1

B, (1.25)
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for discrete sampling points. Q is then extracted from the approximate graph. The computational

effort required for evaluation of Q is the number of sampling points times the computational effort

to apply
(
−ω2M + iωC + K

)−1
.

The equivalence between the quality factor obtained from the eigenvalue computation and

transfer function evaluation for the multidimensional case can be argued under the assumptions of

Q >> 1 and through Laurent series expansions of the transfer function H(ω) around the complex-

valued eigenvalue ωeig which is a pole of the transfer function [33].

The computation of Q from the eigenvalue problem presented in Equation (1.23), and the

evaluation of Q from the transfer function in Equation (1.25) can become difficult when the size of

the matrices involved in the computations become large.

• Larger systems simply require more computational effort, i.e., computational time, to solve.

• Algorithms available for smaller systems may not be applicable to larger systems due to their

increase in compute time for a solution and required computational memory.

One can overcome these difficulties in two ways.

1. By taking advantage of parallelism in the solution method and using multiple processor ma-

chines. (Note that for parallel computing, one must produce algorithms which exploit the

multiple processors).

This approach is taken in Chapter 2 to simulate the quality factor Q for anchor loss simulations

through eigenvalue evaluation.

2. By devising elegant reduced modeling schemes to circumvent repeated large scale intensive

computations.

This approach is taken in Chapter 3 to simulate the quality factor Q for thermoelastic damping

through transfer function evaluation and in Chapter 4 to observe the behavior and compute

the quality factor Q of an electronic circuit including an electromechanical resonator.
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Chapter 2

Anchor loss simulations

2.1 Introduction

In the design of high-frequency micromechanical resonators, the energy dissipation mechanism

called anchor loss has been recognized as one of the most prominent mechanisms in lowering the

quality factor Q. Anchor loss is the mechanism in which energy is lost from a resonating system

in the form of outgoing propagating waves that do not return. High-frequency micromechanical

resonators are fabricated on top of a Silicon substrate to which it is connected through its anchors.

Compared to the micron-sized device, the substrate is orders of magnitudes larger and can be

considered almost a semi-infinite half domain. As the device resonates, this motion couples with the

underlying substrate through its anchors, sending non-returning waves into the substrate. To model

this phenomenon in a numerical simulation, one must truncate this semi-infinite domain finitely and

apply appropriate boundary conditions to mimic the semi-infinite domain behavior. Application of

a simple fixed or free boundary conditions results in unphysical standing waves, and thus a radiation

boundary condition that enforces only outgoing wave solutions must be employed.

Situations similar to this problem are encountered in other areas such as computational acous-

tics and computational electromagnetics in the form of wave scattering problems. In the acoustics
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literature the radiation boundary condition is referred to as the Sommerfeld radiation boundary

condition. The numerical boundary conditions which approximate the exact radiation boundary

condition can be classified into three groups: absorbing boundary conditions (e.g., local BGT and

globalDtN), infinite elements(e.g., Burnett, Astley-Leis elements), and absorbing layers(e.g., per-

fectly matched layers). Each method has its advantages and disadvantages, which are summarized

in the review articles by Harari [91] and Thompson [176]. Perfectly Matched Layers (PML), the

radiation boundary condition that we use for modeling, can be interpreted as applying a sponge like

layer at the computational domain boundary to damp and absorb outgoing waves. This method

has been chosen for its ability to absorb all outgoing propagating waves at any angle of incidence

with zero impedence mismatch at the interface in the ideal case. Additionally in a finite element

formulation, the method preserves the sparsity of the linear system one must solve, compared to

global DtN boundaries which couple all the degrees of freedom on the boundary of the domain. Such

sparsity leads to faster solution time of the linear system of equations. The method also amends it-

self easily to Cartesian coordinate systems as opposed to cylindrical or spherical coordinate systems.

This technology was originally developed by Berenger for solving Maxwell’s equation in the time-

harmonic case [29] and finite difference time-domain (FDTD) case [30]. The original formulation

for the Maxwell’s equation posed in first order form in terms of both electric and magnetic fields

involved a splitting of the fields into orthogonal and tangential components. This mixed formula-

tion was applied to the elasticity equations in a compressional and shear wave potential form based

FDTD scheme by Hastings et al. [94] , in the velocity-stress formulated FDTD scheme by Chew and

Liu [50] and Collino and Tsogka [56], and further adapted by Basu into a pure displacement based

finite element formulation for both the time-harmonic [25] and transient case [26].

In the continuous case, an infinitely large PML domain is able to absorb all outgoing waves prop-

agating at an angle of incidence into the medium with zero impedance mismatch at the PML inter-

face. In the numerically discretized case, an infinitely large domain is not possible and discretization

introduces error. The discretization reflection or error in the ability to mimic the radiation boundary
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condition depends on many factors including the thickness of the PML, the absorbing function used

in the PML, discretization of the mesh, and the dominant propagating wave length and speed. For

the time-harmonic PML, dispersion analysis based on constant absorbing function [93], optimization

of the values the absorbing function takes in the PML [55, 95], application of unbounded absorb-

ing functions [31], and studies on dividing the numerical reflection into contributions from end and

interface reflection [37] have been conducted to understand the behavior of the numerical reflection

and determine optimal parameter selection in the discretized version of PML.

To compute Q of a mechanical system, one must either conduct a series of force computations

under a time-harmonic load to evaluate the transfer function, or conduct an eigenvalue computation

to evaluate the complex-valued frequencies corresponding to the mode of interest. In both cases one

is faced with solving a linear system of equations. The application of PML produces a linear system

of equations which are complex-symmetric in the forced computation [37]. For linear systems up

to the order of 100,000, direct methods involving an LU factorization [57] of the linear system are

the method of choice in terms of solution time and computational memory. When the size of the

linear system exceeds this order, direct methods are no longer tractable and iterative methods [160]

are the methods of choice. Such cases easily arise in 3D problems and cases where fine meshes are

required for highly accurate solutions. The current technology of iterative methods is not as robust

as direct methods, i.e., there do exist general iterative methods such as GMRES applicable for all

linear systems but the time required for a solution may not be feasible even for relatively small size

problems. One must take into account the properties of the linear system of equations to select the

adequate combination of iterative method and preconditioner required to accelerate the iterative

method [28].

For the class of symmetric positive definite linear systems arising from discretization of elliptic

equations, the multigrid iterative method has proven to be optimal [182]. The multigrid method

can be used alone as an iterative solution method, or as a preconditioner in combination with

iterative methods such as Conjugate Gradients [160]. The equation governing linear elasticity in the
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quasi-static case result in a symmetric positive definite linear system for which geometric as well as

algebraic variants [69, 185, 135] of multigrid have been developed. The equations governing linear

elasticity in the dynamic case are not symmetric positive definite; for the transient dynamic case,

one obtains a vector-valued Helmholtz equation. The discretization results in a symmetric indefinite

linear system. Application of the PML additionally renders the system complex-valued symmetric.

Multigrid methods for the indefinite and complex-symmetric case are not as well understood, and

convergence proofs exist only for the real-symmetric indefinite case when the coarse grid is assumed

to be sufficiently fine enough [22, 41, 163]. The existence of several modes with small eigenvalues

for which error is not sufficiently reduced, poses a problem for multigrid in the real-symmetric

indefinite case. Wave-ray multigrid methods aim to treat these modes separately from the standard

multigrid iteration [132], but such a method requires a priori knowledge of the problematic modes.

Similar to the idea of explicitly including problematic modes, is an approach analogous to the

smooth aggregation multigrid method [185] where the assumed problematic modes are included in

the coarse grid in a two grid solve [186]. Multigrid applicability to the complex-symmetric case,

includes all problematic issues existing for the real-symmetric indefinite case, with the addition of a

complex-valued spectrum.

The choice of the optimal iterative method for solving Helmholtz’s equation which results in

either a real-symmetric indefinite or complex-symmetric system is not well established. Methods

such as GMRES preconditioned with multigrid with GMRES smoothers [67, 5] have been proposed

but still lack theoretical background and robustness in their application. Additionally, most appli-

cations focus on the discretization of scalar-valued Helmholtz equations whose difficulty differs from

the vector-valued elasticity problem. For the scalar-valued Helmholtz equations, a multigrid precon-

ditioner constructed from a complex-valued shifted Laplacian operator has been presented [68] with

adequate performance, but applicability to the vector-valued elasticity equations is not clear.

Non-multigrid methods that have been applied to the real-symmetric indefinite or complex-

symmetric system arising from the discretization of the Helmholtz equation are GMRES precondi-
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tioned with incomplete LU factorization [109] and domain-decomposition methods such as FETI-

H [71] and FETI-DPH [70]. There also exists a vast literature on other solution methods for the

Helmholtz problem and the interested reader is referred to the review articles of current technology

by Harari [91] and Thompson [176].

In order to compute the quality factor Q from the complex-valued frequencies of a system with

PML applied, one must solve a complex-symmetric generalized eigenvalue problem. Analogous to

the solution of linear systems, a problem arises when the matrices involved are larger or equal to

millions of degrees of freedom. Eigenvalue methods for sparse systems must be employed. Currently

one of the most widely used and robust methods to compute eigenvalues of large systems is the

Arnoldi method based on Krylov subspace construction and projection onto this subspace [18].

For high-frequency MEMS resonators design, the mode of interest may have an eigenfrequency in

the interior of the spectrum. In this case a combination of the Arnoldi method with a shift-and-

invert spectral transformation yields fast results. The crucial part of the algorithm is the ability to

apply the shift-and-invert operator with high accuracy, involving the solution of a linear system. If

high accuracy cannot be attained, the generated projection subspace no longer suffices as a Krylov

subspace and Ritz-values and Ritz-vectors obtained may not be of sufficient accuracy. For systems of

increasing size, direct methods become unfeasible in terms of memory and time and iterative methods

must be employed. Attaining high accuracy for solves with iterative methods can be expensive due

to the large number of iterations required to attain the desired accuracy. The Jacobi-Davidson

method [167] is capable of circumventing this problem by tolerating moderately accurate solves.

The Jacobi-Davidson method also belongs to the class of projection methods, just like Arnoldi, but

constructs the projection method in a way different from a Krylov subspace. A correction equation

is solved to find a good direction to “correct” the current eigenvector approximation, and this new

correction direction is used to expand the projection subspace. This correction equation can be

solved to any desired accuracy, with the consequence that low accuracy can result in a requirement

of a larger projection subspace. For the generalized eigenvalue problem a variant using the QZ
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algorithm called Jacobi-Davidson QZ [74] can be employed.

In this chapter, a method to evaluate the optimal PML parameters based on the presentation

of the numerical reflection coefficient by Bindel [37] is presented. Optimality is defined in terms of

obtaining a desired accuracy in the solution under the least amount of time. In the case of applying

direct methods to solve the systems with PML, the time required for solution is proportional to

the size of the computational domain. Thus the shortest PML layer possible yielding the desired

accuracy leads to optimal solution time. In the case of applying iterative methods such as multi-

grid to solve the systems with PML, a limit is enforced on the possible PML parameters that can

be selected for the method to work. Also in this case, the computational time is proportional to

the size of the computational domain, but the determination of the shortest PML has a constraint

such that the corresponding PML parameters are amenable to the multigrid method. Thus a clear

understanding of the relationship between the desired accuracy, PML length, and PML parameters

is required. A method to determine the shortest PML thickness and corresponding PML profile

parameter for a desired reflection given the type of elements and discretization is developed. This

method is formulated for the 1D scalar wave equation, and the claims are confirmed with 2D scalar

wave and 2D elastodynamics equations through an index equivalent to the numerical reflection co-

efficient called the energy dissipation error. This is followed by the presentation of a geometric

multigrid method applicable for solving complex-symmetric systems with PML, including the pre-

sentation of smoothers and interpolation operators. The effectiveness and behavior of the method is

illustrated and confirmed by computation of two grid convergence factors for 2D scalar wave and 2D

elastodynamics problems. Finally, an eigenvalue computation method for Q computation with the

Jacobi-Davidson method is presented. Through the analysis of a 1D scalar wave problem, heuristics

for selecting PML parameters to attain a desired accuracy in Q are also presented.
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2.2 Optimal perfectly matched layers parameter estimation

To apply the method of Perfectly Matched Layers (PML) for numerical approximation of the

radiation boundary conditions, one must select parameters for the PML such as the length of the

PML and absorbing function. Unless these parameters are selected properly, the performance of

the PML can degrade, and desired accuracy cannot be obtained. The main problem in the proper

selection of PML parameters arised from the numerical discretizaion of the problem. In the applica-

tion of PML to a continuous problem defined on a finitely truncated domian, the selection of PML

parameters is not too difficult, since one only has to treat the wave reflections arising from the finite

termination of the PML. When the PML is discretized, additional wave reflection can occur at the

PML interface, leading to less accurate results. Various polynomial absorbing function profiles and

PML layer lengths have been experimented with to search for an optimal combination. The selection

of PML parameters also differs between frequency-domain and time-domain applications.

For the finite difference time-domain (FDTD) electromagnetic case, the search for optimal pa-

rameters initiates with the work of Bérenger in which it is identified that absorbing functions with

imaginary parts rising from zero at the PML interface produce small numerical reflections [29]. Com-

plying to this claim, polynomial profiles have been suggested [30]. From the numerical experiments

with various profiles, Bérenger states that the largest source of error of the PML arises from reflec-

tion at the PML interface [30]. Through extensive numerical experiments, Gedney [78] presents an

optimal choice of PML parameter for 5 and 10 node spacings in the PML. The work of Collino and

Monk [55] take an optimization approach to determining the PML parameters for 5 and 10 node

spacings in the PML. In the time-domain problem, the PML layer must absorb waves of various

frequencies, and the magnitude of each contribution is not clear. Thus it is unclear if these derived

heuristics are applicable for the frequency-domain problem.

For the frequency-domain case, several studies have been conducted by Harari and Albocher [92]

and an optimization for the polynomial absoribing function profile has been presented by Heikkola
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et al. [95]. In both cases the presented results are numerical experiments than a presentation

of heuristics for optimal PML parameter selection. A more precise analysis of the reflection was

presented by Bindel [37], where the total reflection due to PML is seperated into the contributions

arising from the end termination reflection and the interface reflection. The presented framework

enables one to select optimal PML parameters in a rational way.

In this section, a method based on the work of Bindel for estimating optimal parameters for the

PML with desired accuracy in the reflection is presented. The method is developed for the 1D scalar

wave equation, where the models to evaluate the contribution of the end termination reflection and

interface reflection is presented. Based on these two models the PML parameter which optimizes

the computational time required for the solution, through estimation of the shortest PML possible

for a desired accuracy, is presented. To confirm the applicability of the obtained heuristics in the

multidimensional and scalar-valued case, the energy dissipation error index, which is shown to be

equivalent to the amount of wave reflection, is introduced. Through this index, the 2D scalar wave

and 2D elastodynamic equations are investigated. The nomenclature introduced in this section is

summarized in Table 2.1.
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Table 2.1: Nomenclature

Reflection and error
rend : End termination reflection. The reflection introduced by a finite

termination of the PML.
rinterface : Interface reflection. The reflection introduced by the discretized

PML at the PML interface.
rcomputed : Computed reflection. The reflection computed from the numer-

ical simulation. This includes the contribution of both the end
termination reflection and interface reflection.

rmodel : The reflection obtained from the model, as a sum of rend and
rinterface.

krelerr : The relative error in the approximation of the wave number.
Erelerr : The energy dissipation error. The relative error in the amount of

energy dissipated in the system.
PML parameters
β : End value of PML absorbing function.
γ(s) : Absorbing function profile defined on the unit interval. Normal-

ized to equal 1 at s = 1.
p : The polynomial order of a polynomial absorbing function profile

γ(s) = sp.
lpml : Length of the PML.
h : Distance between nodes in the PML.
nwpml : Number of wave lengths in the PML.

nnpml : Number of nodes in the PML.

(
lpml

h

)
.

nnpw : Number of nodes per wave length in the discretization.

µ :
β

npnpml

.

2.2.1 1D scalar wave equation

The 1D scalar wave equation with the application of PML depicted in Figure 2.1 is considered.

The entire computational domain Ω := [0, Lp] is defined as the union of the bounded elastic domain

Ωbd := [0, L] and the wave absorbing PML domain Ωpml := [L,Lp]. The governing equations for the
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0 L Lp

u(x)

ū

0 L Lp
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β

Elastic, Ωbd PML, Ωpml

Figure 2.1: 1D scalar wave configuration with linear absorbing function σ(s)

system are,

ρ
∂2u

∂t2
−E∂

2u

∂x̃2
= 0, x ∈ [0, Lp], (2.1)

x̃ =

∫ x

0

λ(s)ds, (2.2)

λ(s) = 1− σ(s)i, (2.3)

σ(s) =





0 0 ≤ s < L

some real value L ≤ s ≤ Lp
, (2.4)

where ρ is the material density, E is the Young’s modulus, t is the time, x is the original coordinate

system, x̃ is the complex-stretched coordinate system, and i is
√
−1. We also define c :=

√
E
ρ as the

wave speed. By definition, x and x̃ are differentially related as,

dx̃

dx
= λ(x),

d

dx̃
=

1

λ(x)

d

dx
. (2.5)

The function λ(x) is called the absorbing function and determines the wave absorbing behavior of

the PML. For the given specific form of λ(x), which is often used in practice, the relation between

the coordinates become,

x̃(x) = x− i
∫ x

0

σ(s)ds . (2.6)
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Under time-harmonic assumptions u(x, t) = û(x) exp(iωt), where ω is the forcing frequency, Equa-

tion (2.1) takes the form of the Helmholtz equation,

d2û

dx̃2
+ k2x̃ = 0, (2.7)

where k :=
ω

c
is the wave number. Solutions of this equation take the form,

û(x) = cout exp(−ikx) exp

(
−k
∫ x

0

σ(s)ds

)
+ cin exp(ikx) exp

(
k

∫ x

0

σ(s)ds

)
. (2.8)

cout and cin are constants determined by the boundary condition. One observes in these expressions,

the exponential damping behavior of outgoing waves in the PML domain. By applying the fixed

boundary condition, often used in practice to terminate the PML,

û(0) = ū, (2.9)

û(Lp) = 0, (2.10)

the constants are,

α :=

∫ Lp

L

σ(s)ds, (2.11)

cout =
1

1− e−2kα−2ikLp
ū, (2.12)

cin =
−e−2kα−2ikLp

1− e−2kα−2ikLp
. (2.13)

2.2.2 End termination reflection

To mimic the infinite domain boundary condition, one desires cin = 0, such that only outgoing

waves are permitted as solutions. The ratio,

rend :=

∣∣∣∣
cin
cout

∣∣∣∣

= e−2kα . (2.14)

can be considered a normalized measure of the quality of the boundary condition. This quantity will

be given the name “end termination reflection”, since it is the reflection arising from a finite end
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termination of the PML. For a fixed wave number k, rend tends to zero as the length of the PML

lpml := Lp − L is increased or if the size of the function σ(s) is increased.

For monotonically damped wave propagation behavior in the PML, σ(s) is assumed positive

and monotonically increasing. By defining β := σ(Lp), σ(s) is represented in terms of a normalized

function γ(s) defined on the unit interval [0, 1] with γ(1) = 1,

σ(s) = βγ

(
s− L
lpml

)
, s ∈ [L,Lp], (2.15)

lpml := Lp − L , (2.16)

and therefore,

α = βlpml

∫ 1

0

γ(s)ds. (2.17)

In literature it is often stated that in order to attain the perfectly matched property between the

bounded domain and PML domain, the absorbing function σ(s) must equal zero at the PML inter-

face, i.e., γ(0) = 0 must be enforced. It should be stressed that this is not a requirement for the

continuous PML, and is a heurstic that has been developed for time-domain computations. The

original formulation developed by Bérenger states that the impedance between the bounded domain

and PML domain must be matched. For this 1D scalar wave problem, the impedance of the bounded

domain Zbd is defined as Zbd :=
√
ρE The PML can be interpreted as an anisotropic complex-valued

material [37], which yields the complex-valued density ρpml = λ(s)ρ and complex-valued Young’s

modulus Epml = E
λ(s) in the PML. The impedance of the PML is Zpml :=

√
ρpmlEpml =

√
ρE,

which is equal to the impedance of the bounded domain for any absorbing function profile λ(s).

Thus any absorbing function is perfectly matched at the PML interface in the continuous case. The

problem arises under discretization, such that abrupt discontinuities across the PML with coarse

mesh discretization lead to large reflection at the PML interface and degradation in performance.

This claim is verified with the numerical simulations presented in Section 2.2.3. where a constant

PML absorbing function is selected.
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Combining Equations (2.14) and (2.17) yield the result,

log(rend) = −4πβnwpml

∫ 1

0

γ(s)ds, (2.18)

nwpml :=
lpml

λ
, (2.19)

where λ = 2π
k is the wave length, and nwpml is the number of wave lengths in the PML. Given

an absorbing function profile γ(s), the contours of constant rend take the form of hyperbolas with

respect to β and nwpml. Taking a polynomial profile for γ(s), as is often done in practice,

γ(s) = sp, (2.20)

results in the expression,

−p+ 1

4π
log(rend) = β nwpml. (2.21)

The contours for constant rend for p = {0, 1} are shown in Figure 2.2. One observes that lower order

polynomials display smaller end termination reflection for any combination of (nwpml, β).
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Figure 2.2: End termination reflection − log10(rend) for the absorbing function profiles γ(s) = {1, s}.
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2.2.3 Interface reflection

Compared to the continuous problem where rend is the only source of wave reflection, numerical

discretization introduces another source of reflection. The behavior of this reflection, assigned the

name “interface reflection” rinterface by Bindel [33], is demonstrated through 1D computations of the

reflection rcomputed. The computed reflection rcomputed contains the contributions of both the end

termination reflection rend and the interface reflection rinterface. When the length of the PML lpml

is long enough, such that the end termination reflection rend is sufficiently smaller than interface

reflection rinterface, one can assume rinterface ≈ rcomputed. The reflections are computed through

dispersion analysis [33, 55, 142]. The bounded domain and PML domain are both discretized by 1D

finite elements of varying order neorder with constant distance h between nodes.

The infinite domain problem, that this model mimics, can be considered an infinite chain of 1D

elements with size (neorder + 1)× h. Similar to the evaluation of dispersion relationships on lattices

in solid state physics [112], one can consider a single element of size (neorder +1)×h as the unit cell,

and compute the eigenmodes.




. . .
. . .

. . . A B

BT A B

BT A B

BT A B

BT . . .







...

uj−2

uj−1

uj

uj+1

uj+2

...




Figure 2.3: Matrix schematic of a 1D chain of quadratic elements. Left diagram denotes the as-
sembled structure and overlap of the individual element matrices, where large boxes denote the
individual element matrices. Right diagram denotes the matrix structure. The shaded boxes on the
left correspond the boxed matrices on the right

The example for quadratic elements is shown in Figure 2.3. The boxes in the left figure denote
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the structured assembly of the individual element matrices with nine entries per element. Each box

denotes,

� := kelement − ω2melement, (2.22)

where the kelement and melement are the 3-by-3 element stiffness and mass matrices for the quadratic

element. Since the elements are connected to its neighbhors one each side by a single node, there is

an overlap of one.

The figure on the right shows the repeating structure of the total system with labeled matrices.

One has the relation,

BTuj−1 + Auj + Buj+1 = 0, (2.23)

and assuming a traveling wave solution,

uj := û exp(−ikxj), (2.24)

one obtains a quadratic eigenvalue problem for the eigenmodes and wave numbers k representable

by the infinite chain,

(
BT + ikA− k2B

)
û = 0. (2.25)

For this quadratic case, one obtains 4 eigenmodes, 2 traveling wave (acoustic) modes [va+,va−]

with wave numbers [ka+, ka−] moving in opposite directions (+ denotes right moving, − denotes left

moving), and 2 optical modes [vo1,vo2] with wave numbers [ko1, ko2].

To estimate the quality of the PML in approximating the radiation boundary condition at the

forced frequency of ω, the finite domain problem terminated by a PML domain is solved,

(
K− ω2M

)
x = F. (2.26)
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From the full solution x, the solution corresponding to two cells in the bounded domain are extracted,

x =




...

xj

xj+1

...




. (2.27)

In this case, cells j and j + 1 have been selected. The contributions in the direction of the traveling

waves are computed by,




ca+

ca−


 := [va+,va+]+




xj

xj+1


 , (2.28)

where + denotes the pseudo-inverse. The reflection is computed as the ratio of the left moving and

right moving components,

rcomputed =
ca−
ca+

, (2.29)

similar to the method in which the end termination reflection rend was defined in Equation (2.14).

For the continuous problem, a mode oscillating at the frequency ω must have the wave vector k = cω.

This relation does not hold exactly for a numerically discretized mesh and an error exists between

the computed wave number ka+ and the exact wave number k. This relative error is defined as,

krelerr :=
|ka+ − k|
|k| , (2.30)

and represents the discretization error.

Remark: Since this computation involves projection of the solution not onto the continuous modes,

but onto the actual discrete modes of the system, the contribution of discretization error is removed

from the evaluation of the computed reflection rcomputed. This is seen in the following computations,

where computed reflections several orders smaller in magnitude compared to the discretization error

are obtained.
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The computed reflection rcomputed is evaluated for three sets of examples with varying β ∈ [0, 10]

and nwpml ∈ [0, 10]. nnpw defines the number of nodes per wave length used in the discretization.

1. Figure 2.4: Vary the discretization nnpw = {12, 24, 48, 96}. Fix the the order of the ele-

ment={linear} and absorbing function profile γ(s) = s.

2. Figure 2.5: Vary the order of the element={linear, quadratic, cubic}. Fix the discretization

nnpw = 12 and absorbing function profile γ(s) = s.

3. Figure 2.6: Vary the absorbing function profile γ(s) = {1, s, s2, s3}. Fix the order of the

element={linear} and discretization nnpw = 12.

The following observations can be made from the figures.

1. The contours of constant computed reflection seem to consist of two parts, a hyperbola and

a curve emanating from the origin (0, 0). Since the hyperbolas arise from the end termina-

tion reflection rend, the additional curves emanating from the origin must be occur from the

discretization.

2. Figure 2.4: The contours are composed of a hyperbola and a straight line emanating from the

origin. Increasing the discretization nnpw rotates the error contour curves emanating from the

origin counter-clockwise.

3. Figure 2.5: The contours are composed of a hyperbola and a straight line emanating from

the origin. Increasing the element order, i.e., the polynomial interpolation, rotates the error

contour curves emanating from the origin counter-clockwise.

4. Figure 2.6: The contours are composed of a hyperbola and a curve that seem to have the same

shape as the absorbing function profile γ(s).

The computed reflection generating the constant contour curves emanating from the origin will be

called “interface reflection”, rinterface. From these observations, one can conclude the following.
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Figure 2.4: Computed reflection − log10(rcomputed) for varying discretizations, nnpw =
{12, 24, 48, 96}, fixing the parameters, element={linear}, γ(s) = {s}.

• Figure 2.4: Fine discretization is required for small computed reflection. As the discretization

is made finer, the hyperbolas representing smaller end termination reflection rend appear. The

hyperbolas initiate their appearance in the region of small β and large nwpml. Thus one can

state that small computed reflection is easier to obtain in the region of small β and large nwpml,

i.e., it is better to make the PML longer than making the end absorbing function value large.

When the discretization is made finer the interface reflection is reduced, resulting in the counter

clockwise shift of the constant computed reflection contours. The hyperbolas of smaller end
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Figure 2.5: Computed reflection − log10(rcomputed) for varying element= {linear, quadratic, cubic},
fixing the parameters, γ(s) = {s}, nnpw = {12}.

termination reflection appear as soon as rinterface < rend.

• Figure 2.5: Increasing the order of the elements leads to better interpolation of the wave for

the same number of nodes per wave and better transition at the bounded domain-PML domain

interface, reducing the interface reflection.

One must also take into account the decrease in discretization error of the wave, represented in

krelerr. The computed reflections rcomputed in these simulations do not include the discretization
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Figure 2.6: Computed reflection − log10(rcomputed) for varying absorbing function profiles, γ(s) =
{1, s, s2, s3}, fixing the parameters, element={linear}, nnpw = {12}. Here, − log10(krelerr) = 2.0.

error, which ultimately defines the accuracy of the simulation. Any computed reflection smaller

or equal to the discretization error can be considered the same. Thus when one desires small

discretization error for the smallest number of nodes representing a wave, higher order elements

are the elements of choice.

• Figure 2.6: Increasing the order of the polynomial in the absorbing function profile leads to

smaller computed reflections in the small β and large nwpml regime. But there is a increase in
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computed reflection in the small β and small nwpml regime. This is due to a decrease in the

value of the integral of γ(s) = 1 over [0, 1], which defines the distance of the hyperbolas from

the origin.

The curve representing the constant contours of interface reflection have exactly the same

functional form as the absorbing function γ(x), such that β = Aγ(nwpml) for a constant A.

This implies that the interface reflection is the same for all pairs (nwpml, β) that satisfy this

relation. Should one assume the relation holds even for the case when nwpml → 0, it is clear

that what we had named the interface reflection rinterface, truly arises from local behavior at

the PML interface. The behavior of the interface reflection near the origin is unfortunately

not observable since the end termination reflection dominates in this regime.

As mentioned in the previous item, the computed reflection must be considered in accordance

with the discretization error. Numerical reflection on the order of 10−7 is shown to be be

attainable with the absorbing profile γ(s) = s3 for large nwpml and small β, but for this

discretization of nnpw = 12 with discretization error on the order of 10−2, such values are

unnecessary and indistinguishable in reality. Under this claim, one can see that constant PML

with γ(s) = 1 is a valid choice for the absorbing function profile as long as β is selected

sufficiently small.

These observations suggest a method to evaluate the interface reflection. Since the contours of

constant interface reflection take the same form as the absorbing function profile, let us assume they

can be represented as,

β = c(rinterface, nnpw, γ, element)γ(nwpml), (2.31)

where c(rinterface, nnpw, γ, element) is the scaling coefficient depending on the interface reflection,

discretization, choice of absorbing function, and element type. Further assuming the distance be-

tween the nodes as h, and a polynomial absorbing function profile γ(s) = sp, Equation (2.31) can
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Figure 2.7: Interface reflection − log10(rinterface) due to discretization varying µ and nnpw for linear
elements with γ(s) = s

be manipulated into the form,

β = c(rinterface, nnpw, p, element)

(
lpml

h nnpw

)p
. (2.32)

Let us now define the quantity µ,

µ :=
β

npnpml

=
βhp

lppml

=
c(rinterface, nnpw, p, element)

npnpw
, (2.33)

where nnpml :=
lpml

h is the number of nodes in the PML. For the case p = 1, since β is the value of

the absorbing function at the end, µ is the increase in the absorbing function value per node. This

is equivalent to the index, damping per element used by Bindel [33].

In Figure 2.7, the contours of constant interface reflection rinterface are plotted with respect to µ

and nnpw, for linear elements with absorbing function profile γ(s) = s. The figure is generated with a

large nwpml such that end termination reflection rend is negligible, resulting in rinterface ≈ rcomputed.
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Table 2.2: Corresponding µ and c for different discretizations nnpw for rinterface = 1× 10−4

nnpw 12 24 48 96
log10(µ) -2.10 -1.77 -1.56 -1.39
µ 0.00794 0.0170 0.0275 0.0407
c(r = 1× 10−4, nnpw, p = 1, linear) 0.0958 0.408 1.32 3.91

One can use this figure to reconstruct Figure 2.4 in the following steps.

1. Given the discretization nnpw and a specified reflection r, find the µ corresponding to rinterface =

r. For the selection r = 1×10−4, the µ corresponding to each nnpw is summarized in Table 2.2.

2. Compute the corresponding c(rinterface, nnpw, p, element) from Equation (2.33) as,

c(1× 10−4, nnpw, p = 1, linear) = µ× npnpw . (2.34)

The obtained values are also shown in Table 2.2.

3. Plot the interface reflection contour curve from Equation (2.31) along with the end termination

reflection hyperbola from Equation (2.21) with respect to nnpw − β. These are shown in

Figure 2.8

By comparing Figure 2.8 with Figure 2.4, one sees that the obtained curves lie right on top of

those obtained from the simulations. This method of reconstruction is possible for any combination

of element order and absorbing function profile, as long as one can construct the corresponding

interface reflection nnpw − µ diagram.

2.2.4 Optimal parameter estimation

Given the interface reflection nnpw − µ diagram (e.g., Figure 2.7) for a combination of element

type and absorbing function profile, one can obtain an expression for the constant interface reflection

contour curve and constant end termination reflection contour hyperbola (e.g., Figure 2.8). From

these two curves, one can compute the intersection, which corresponds to the combination of shortest

PML nwpml,optimal and βoptimal possible for a desired reflection. Any PML shorter or β larger only
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Figure 2.8: Simulated constant contour of reflection equal to − log10(r) = 4, for discretizations
nnpw = {12, 24, 48, 96}, fixing the parameters element={linear}, γ(s) = {s}.

results in an increase in the reflection. What this essentially means is that given a desired reflection,

there is a limit to how high one should make the β, and a limit to how short one can make the length

of the PML nwpml. From Equation (2.21) and Equation (2.31), the “optimal” parameters can be

expressed as,

nwpml,optimal = c(r, nnpw, p, element)−
1

p+1

{− log(r)

4π
(p+ 1)

} 1
p+1

, (2.35)

βoptimal = c(r, nnpw, p, element)
1

p+1

{− log(r)

4π
(p+ 1)

} p

p+1

. (2.36)
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The optimal nwpml and β for linear elements with absorbing function profile γ(s) = s is computed

and shown in Figure 2.9. The dashed lines represent the contours of constant interface reflection, and

the solid lines represent the optimal parameters. The method of reading off the optimal parameters

for the absorbing profile γ(s) = s, using Figure 2.9 is presented in the following example:

1. Assume linear elements, a discretization of nnpw = 12, and a desired reflection r = 1× 10−4.

2. From Figure 2.9, find the corresponding point (nnpw, r) = (12, 10−4) assuming that the con-

tours of constant reflection and the grid lines for nnpw form a grid.

3. For the obtained point, read off the corresponding optimal parameter, assuming the contours

of constant optimal parameter {nwpml,optimal, βoptimal} and grid lines for nnpw form a grid. The

values obtained are, (nwpml,optimal, βoptimal) = (3.9, 0.4). The case of other discretizations is

shown in the following table.

nnpw 12 24 48
nwpml,optimal 3.9 1.9 1.0
βoptimal 0.4 0.8 1.4

From a practical viewpoint, nwpml,optimal may not be so useful since this does not give an idea of

exactly how large the PML layer has to be in terms of numbers of degrees of freedom. The more

practical index is,

nnpml,optimal := nwpml,optimal × nnpw, (2.37)

which is the number of nodes in the PML. This index relates directly to the number of unknowns

and computational effort required to solve the linear system of equations. The parameter βoptimal

may also not be so useful for some cases since it is discretization nnpw dependent, which may not

be ideal for one who is interested in simulating the behavior at several frequencies. Recall from

Section 2.2.1, that the absorbing function was defined as,

λ(s) = 1‘− σ(s)i (2.38)

= 1− βγ(s)i. (2.39)
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This expression can be rewritten as,

λ(s) = 1− βω

ω
γ(s)i (2.40)

= 1− β̄

ω
γ(s)i, (2.41)

β̄ := βω (2.42)

where the parameter β̄ has been defined. This parameter β̄ can be shown to be farely insensitive to

the discretization nnpw.

The values for nnpml,optimal and β̄optimal are computed for linear elements and linear absorbing

function profile γ(s) = s and presented in Figure 2.10. One observes that the contours of constant

optimal parameter run fairly parallel with the contours of constant desired accuracy. This implies

that one selection of optimal parameters is valid for a wide range of wave discretizations nnpw. It

is surprising to see that reflection of magnitude 10−2 can be obtained with only 5 nodes (5 linear

elements) and β̄ = 1 for the range of discretizations.
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Figure 2.9: Optimal nwpml and β for linear elements with γ(s) = s
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Figure 2.10: Optimal nnpml and β̄ for linear elements with γ(s) = s
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2.2.5 Attainable numerical reflection

In the simulations presented in previous sections, the computed reflection rcomputed was ob-

tained from a method which was insensitive to the discretization error, such that even for a wave

discretization error of 10−2, a computed reflection of 10−4 is attainable. (See Figure 2.4). This

is because the computed reflection is obtained from a projection of the solution onto the discrete

modes represented by the discretization.

The discretization error can be measured by the relative error in the wave vector krelerr, de-

fined in Equation (2.30). Computed reflection rcomputed smaller than krelerr does not lead to better

approximations, and thus limits the reflection accuracy one should desire for a given discretization,

i.e., number of nodes per wave nnpw.

To verify the claim that computed reflection smaller than the discretization error is artificial,

the reflection rradiation is computed with the exact radiation boundary condition enforced at the end

instead of the PML. This is possible only in 1D, and the boundary condition applied is,

û(0) = ū, (2.43)

dû

dx̃
(Lp) = −ikû. (2.44)

krelerr and the reflection rradiation obtained by varying the number of points per wave nnpw is shown

in in Figures 2.11 and 2.12 in log and linear scale respectively. The horizontal axis of Figure 2.12

coincides with the figures for optimal parameter estimation for ease of comparison.

Note that even though we use an exact boundary condition, there still are incoming parts to

the numerical solution which result in a reflection on the same order as the discretization error

krelerr, and no smaller. The rate of convergence for the various element orders follow the asymptotic

convergence rates of the finite elements, namely order 2 for linear, order 4 for quadratic, and order

6 for cubic. From this it is clear that in order to obtain highly accurate infinite domain solutions

with only outgoing solution components, besides applying correct absorbing boundary conditions,

the discretization must be made fine enough.
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Figure 2.11: Relative error in k and reflection rradiation under the exact radiation boundary condition
with respect to number of nodes per wave length

Thus an added heuristic in selecting the appropriate PML parameters is the following.

• Given nnpw, first determine the accuracy of the wave discretization by Figure 2.11. Then select

the optimal parameters for a reflection r on the same order or slightly smaller.
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2.2.6 Energy dissipation error

The discrete reflection rcomputed is a convenient measure to evaluate the effectiveness of the

PML in 1D, but difficult to generalize in multi-dimensions. Another measure based on an energy

approach is introduced to evaluate the effectiveness of absorbing boundary conditions in multi-

dimensions. The approach is similar to the definition of Q, in which the energy dissipated per

radian under a time-harmonic excitation is considered.

Given the exact energy dissipation per cycle of the system with an infinite domain under a

time-harmonic motion Einfinite, the effectiveness of the PML can be determined by computing the

energy dissipated per cycle Epml, and evaluating the relative error,

Erelerr :=
|Einfinite −Epml|

|Epml|
. (2.45)

This index will be called the “energy dissipation error” index. In the 1D scalar wave case, Erelerr

can be shown to be equivalent to the discrete reflection rcomputed defined in Equation 2.29. The

equivalence can also be shown by the resemblance of the plots obtained from the energy dissipation

error varying β and nwpml, with those of the discrete reflection rcomputed.

First, we will provide a proof of this claim and then look at heuristics based upon it. In

particular, we will take this understanding and apply it to the 2D scalar wave and 2D elastodynamic

cases.

1D scalar wave

Consider the 1D scalar wave problem introduced in Section 2.2.1. To sustain harmonic motion,

finite energy must be constantly pumped into the system per cycle at the forced displacement

boundary x = 0. For a fixed boundary condition at x = Lp without PML, there is no energy

dissipation, and the energy dissipated per cycle is zero. With application of PML, the energy

dissipated in the continuous system is computed as [111],

Epml = −
∮

Re(σ(t, 0))Re(v(t, 0))dt, (2.46)
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where,

u(t, x̃) = û(x̃)eiωt,

û(x̃) = coute
−ikx̃ + cine

ikx̃,

v(t, x̃) =
∂u

∂t
,

= v̂(x̃)eiωt,

v̂(x̃) = iωû(x̃),

σ(t, x̃) := c
∂u

∂x̃
,

= σ̂(x̃)eiωt,

σ̂(x̃) := ikc
(
−coute

−ikx̃ + cine
ikx̃
)
,

and σ is a stress or force like quantity. By defining the complex-valued reflection as,

R :=
cin
cout

, (2.47)

and using the boundary condition ũ(x = 0) = ū ∈ R, one obtains,

σ̂(x = 0) = −ikcū1−R
1 +R

. (2.48)

Computation of Epml yields,

Epml =
T

2
Re {Conj(σ̂(0))v̂(0)}

= πkcū2Re

(
1−R
1 +R

)
, (2.49)

where T := 2π
ω is the period and Conj denotes complex conjugation. Einfinite is obtained by setting

R = 0 in Epml,

Einfinite = πkcū2 , (2.50)

and thus,

Erelerr = Re

(
2R

1 +R

)

≈ 2Re(R) (for |R| << 1) . (2.51)
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It is clear that when the reflection R is small, Erelerr is equivalent to rcomputed.

For the discrete case, Epml is computed as,

Epml,computed :=
T

2
Re{Conj(F(1))iωU(1)}, (2.52)

where F and U are the discrete vector of forces and nodal displacements obtained from the compu-

tation, and 1 denotes the index of the forced end.

The energy dissipation error is computed in Figure 2.13 for the same case shown in Figure 2.4.

One observes the smae trends as the discrete reflection. Note that only contours of constant error

up to the order of the discretization are depicted. This is because the computation of Epml,computed

includes contribution from discretization error.

This 1D scalar example motivates using the energy dissipation error as an alternative index to

the discrete reflection rcomputed.
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Figure 2.13: Energy dissipation error − log10(Erelerr) for varying discretizations nnpw =
{12, 24, 48, 96} fixing the parameters element={linear elements}, γ(s) = {s}.
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2D scalar wave
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Figure 2.14: 2D scalar wave configuration

To verify the observations made in the 1D scalar problem and to check the validity of the optimal

PML parameter selection for multi-dimensional scalar problems, the 2D scalar wave equation is
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investigated. The model problem is the 2D membrane [84],

ρ
∂2u

∂t2
− S

(
∂2u

∂x̃2
+
∂2u

∂ỹ2

)
= 0, (x, y) ∈ [−Ld, Ld]× [−Ld, Ld] \ Ω0, (2.53)

Ω0 :=
{
(x, y)|x2 + y2 < r2c

}
, (2.54)

Ld := rc + Lb + Lp, (2.55)

x̃ =

∫ x

0

λ(s)ds, (2.56)

ỹ =

∫ y

0

λ(s)ds, (2.57)

λ(s) = 1− σ(s)i, (2.58)

σ(s) =





0 0 ≤ s < rc + Lb

some value rc + Lb ≤ s ≤ Ld
. (2.59)

where ρ is the density, S is the given tension, and again x̃ and ỹ are the stretched coordinates. Under

time harmonic assumptions, one obtains the 2D Helmholtz equation,

d2û

dx̃2
+
d2û

dỹ2
+ k2û = 0, (2.60)

where c :=

√
T

ρ
is the wave speed and k :=

ω

c
is the wave number. Solutions of this equation in the

non-PML part of the domain take the form [84],

û(r) = coutH
(2)
0 (kr) + cinH

(1)
0 (kr), (2.61)

r :=
√
x2 + y2, (2.62)

where H1
0 and H2

0 are the Hankel functions, and cout and cin are constants determined by the boundary

condition. H
(2)
0 represents the outgoing solution from the origin, and H

(1)
0 represents the incoming

solution from infinity. For infinite domain outgoing wave propagation behavior, one desires cin = 0.

The boundary conditions applied are the following,

û(x, y) = ū for (x2 + y2 = r2c ), (2.63)

and additionally,

û(x, y) = 0 for (|x| = Lp or |y| = Lp). (2.64)
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for the PML problem.

Einfinite, the energy dissipated per cycle for the continuous infinite domain problem, is computed

from assuming only outgoing wave solutions of the form,

û(x, y) = AH
(2)
0 (kr), (2.65)

with A determined by the boundary condition as,

A =
ū

H
(2)
0 (krc)

. (2.66)

Einfinite is computed as,

Einfinite = −
∮

Re(q(t, rc))Re(v(t, rc))dt, (2.67)

where,

v(t, r) =
∂u

∂t
,

= v̂(r)eiωt,

v̂(r) = iωû(r),

q(t, r) := S
∂u

∂r
× 2πr,

= q̂(r)eiωt,

q̂(r) := −kSAH
(2)
1 (kr) × 2πr.

q(t, r) is the vertical force acting on the membrane at the circle of radius r. Given these expressions,

Einfinite =
T

2
Re {Conj(q̂(rc))v̂(rc)}

= 2TωS|A|2 , (2.68)

where T := 2π
ω is the period. For the discrete case, Epml,computed is computed as,

Epml,computed :=
T

2
Re{F(nodes on rc)

∗iωU(nodes on rc)}, (2.69)
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where F and U are the discrete vector of forces and nodal displacements obtained from the compu-

tation, (nodes on rc) denotes the set of indices corresponding to degrees of freedom on the circle of

radius rc, and ∗ denotes conjugate transposition of the vector.

In computing the energy dissipation error Erelerr, one must adequately discretize the forced

displacement boundary condition and mesh to obtain small energy dissipation error. This is different

from the 1D case, in which boundary conditions can be enforced exactly.

A sample mesh used in the computation and sample solution of wave propagation is shown in

Figure 2.15. The red denotes positive displacement and blue denotes negative displacement. One can

visually see the effectiveness of the PML in approximating the infinite domain boundary condition.
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Figure 2.15: 2D scalar wave sample discretized mesh and wave motion

The energy dissipation error is computed for 4 cases:

1. Figure 2.16 left: Linear elements. Absorbing function profile fixed γ(s) = s. The number of

nodes per wave is different for each plot nnpw = {12, 24, 48}. Within each plot the number of

waves in the pml nwpml ∈ [0, 3] and β ∈ [0, 3] is varied.

2. Figure 2.16 right: Linear elements. Absorbing function profile fixed γ(s) = 1. The number of

nodes per wave is different for each plot nnpw = {12, 24, 48}. Within each plot the number of
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waves in the pml nwpml ∈ [0, 3] and β ∈ [0, 3] is varied.

3. Figure 2.17 left: Cubic elements. Absorbing function profile fixed γ(s) = s. The number of

nodes per wave is different for each plot nnpw = {12, 24, 48}. Within each plot the number of

waves in the pml nwpml ∈ [0, 3] and β ∈ [0, 3] is varied.

4. Figure 2.17 right: Cubic elements. Absorbing function profile fixed γ(s) = 1. The number of

nodes per wave is different for each plot nnpw = {12, 24, 48}. Within each plot the number of

waves in the pml nwpml ∈ [0, 3] and β ∈ [0, 3] is varied.

The following observations can be made.

• The contours of constant energy dissipation error have exactly the same behavior as observed

for the 1D scalar energy dissipation error (Figure 2.13) and the 1D scalar computed reflection

(Figure 2.4).

• The constant PML with absorbing function profile γ(s) = 1 works as well as the linear profile,

with smaller energy dissipation error for all combinations of (nwpml, β).

• Given the same discretization, cubic elements are capable of obtaining energy dissipation error

two orders of magnitude smaller than linear elements.

Given these results, one can have some confidence in applying the heuristics developed for the 1D

scalar wave to the 2D scalar valued case.

Remark: The results show surprisingly good results for the constant PML. This behavior follows

from the explanation given in Section 2.2.2. One should not, however, assume that any complex-

valued material will behave this well. The success of a constant PML lies in the anisotropic property

and the addition of complex-valuedness in the mass matrix. Making the PML stretch the same in

all of the PML domain leads to unphysical results.
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Figure 2.16: Energy dissipation error − log10(Erelerr) for the 2D scalar case with varying discretiza-
tions nnpw = {12, 24, 48}, varying absorbing function profiles γ(s) = {1, s}, fixing the parameters
element={linear}.
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Figure 2.17: Energy dissipation error − log10(Erelerr) for the 2D scalar case with varying discretiza-
tions nnpw = {12, 24, 48}, varying absorbing function profiles γ(s) = {1, s}, fixing the parameters
element={cubic}.
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2D elastodynamics
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PML region

Cavity

Figure 2.18: 2D elastic wave configuration

To verify the observations made in the 1D scalar problem, and check the validity of the optimal

PML parameter selection for multi-dimensional vector-valued problems, the 2D elastodynamic prob-

lem is considered. Harmonic volumetric and shear waves propagating from an infinitely extending

cylindrical cavity, can be treated as a 2D plane strain problem [84]. The governing equations for

elastodynamics in the absence of body forces can be given in Navier’s form as,

(λ+ µ)∇(∇ · u) + µ∇
2u = ρü, (2.70)

where λ, µ are the Lame constants, ρ is the density, and u is the displacement vector. This equation
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is solved on the domain,

(x, y) ∈ [−Ld, Ld]× [−Ld, Ld] \ Ω0, (2.71)

Ω0 :=
{
(x, y)|x2 + y2 < r2c

}
, (2.72)

Ld := rc + Lb + Lp. (2.73)

Introducing scalar and vector potentials Ψ,H,

u = ∇Φ + ∇×H, ∇ ·H = 0, (2.74)

and assuming plane strain axisymmetry,

uz =
∂

∂θ
=

∂

∂z
= 0, (2.75)

one obtains,

u = urer + uθeθ, (2.76)

ur =
∂Φ

∂r
, (2.77)

uθ = −∂Hz

∂r
, (2.78)

σrr = (λ+ 2µ)

(
∂2Φ

∂r2
+

1

r

∂Φ

∂r

)
− 2µ

r

∂Φ

∂r
, (2.79)

σrθ = −µ
(
∂2Hz

∂r2
− 1

r

∂Hz

∂r

)
, (2.80)

where σ is the stress. The equations governing the volumetric and shear waves are,

∇
2Φ =

1

c2v

∂2Φ

∂t2
, (2.81)

∇
2Hz =

1

c2s

∂2Hz

∂t2
, (2.82)

where cv :=
λ+ 2µ

ρ
and cs :=

µ

ρ
are the volumetric and shear wave speed. Under time-harmonic

assumptions, Equations (2.81) and (2.82) both take the form of Helmholtz equations,

∇
2Φ̂ = k2

vΦ̂, (2.83)

∇
2Ĥz = k2

sĤz, (2.84)
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where kv :=
ω

cv
and ks :=

ω

cs
are wave number like quantities. The solution to both equations take

the form of Hankel functions with respect to r, leading to,

Φ̂(r) = AvH
(2)
0 (kvr), (2.85)

Ĥz(r) = AsH
(2)
0 (ksr), (2.86)

(2.87)

for the outgoing wave solution, where Av , As are constants determined by boundary conditions.

Applying displacement boundary conditions at the cavity r = rc,

ur(rc) = ūr (2.88)

uθ(rc) = ūθ (2.89)

(2.90)

yields,

Av = − ūv
kvH2

1(kvrc)
, (2.91)

As =
ūθ

kvH2
1(ksrc)

. (2.92)

Given these expressions, the stress can be computed and the energy dissipation for the infinite

domain under time-harmonic excitation can be computed similar to the previous sections as,

Ev,infinite = Tω
2(λ+ 2µ)|ūr|2

|H(2)
1 (kvrc)|2

, (2.93)

Es,infinite = Tω
2µ|ūθ|2

|H(2)
1 (ksrc)|2

, (2.94)

where T := 2π
ω is the period. For the discrete case, Epml,computed is computed as,

Epml,computed :=
T

2
Re{F(nodes on rc)

∗iωU(nodes on rc)}, (2.95)

where F and U are the discrete vector of forces and nodal displacements obtained from the compu-

tation, (nodes on rc) denotes the set of indices corresponding to degrees of freedom on the circle of

radius rc, and ∗ denotes conjugate transposition of the vector.



61

In computing the energy dissipation error Erelerr, one must adequately discretize the forced

boundary condition and mesh to obtain small energy dissipation error. This is different from the

1D case, in which boundary conditions can be enforced exactly.

For the elastodynamic time-harmonic problem, two different waves propagate through the

medium compared to one in the scalar problem. These two waves are the volumetric wave and

shear wave. Under time-harmonic forcing at a frequency of ω, they have wave length of,

λv =
2π

kv
=

2πcv
ω

, (2.96)

λs =
2π

ks
=

2πcs
ω

. (2.97)

The ratio between the volumetric and shear speed in terms of the Poisson ratio ν is,

κvs :=
cv
cs

=

√
2− 2ν

1− 2ν
≥
√

2, (0.5 ≥ ν ≥ 0). (2.98)

Because the wave lengths differ, given a mesh discretization, the number of nodes per wave length

and the number of waves in the PML for the two differ. Since,

nnpw,v = κvsnnpw,s, (2.99)

nwpml,v =
1

κvs
nwpml,s, (2.100)

for sufficient discretization of waves, one must place enough nodes per shear wave length λs, and for

sufficient PML length, one must adjust to the volumetric wave length λv .

The energy dissipation error is computed for 8 cases. In the first 4 cases, volumetric waves are

excited and in the latter 4 cases, shear waves are excited.

1. Figure 2.19 left: Volumetric waves. Linear elements. Absorbing function profile fixed γ(s) = s.

The number of nodes per wave is different for each plot nnpw,v = {12, 24, 48}. Within each

plot the number of waves in the pml nwpml,v ∈ [0, 3] and β ∈ [0, 3] is varied.

2. Figure 2.19 right: Volumetric waves. Linear elements. Absorbing function profile fixed γ(s) =

1. The number of nodes per wave is different for each plot nnpw,v = {12, 24, 48}. Within each

plot the number of waves in the pml nwpml,v ∈ [0, 3] and β ∈ [0, 3] is varied.
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3. Figure 2.20 left: Volumetric waves. Cubic elements. Absorbing function profile fixed γ(s) = s.

The number of nodes per wave is different for each plot nnpw,v = {12, 24, 48}. Within each

plot the number of waves in the pml nwpml,v ∈ [0, 3] and β ∈ [0, 3] is varied.

4. Figure 2.20 right: Volumetric waves. Cubic elements. Absorbing function profile fixed γ(s) =

1. The number of nodes per wave is different for each plot nnpw,v = {12, 24, 48}. Within each

plot the number of waves in the pml nwpml,v ∈ [0, 3] and β ∈ [0, 3] is varied.

5. Figure 2.21 left: Shear waves. Linear elements. Absorbing function profile fixed γ(s) = s. The

number of nodes per wave is different for each plot nnpw,s = {12, 24, 48}. Within each plot the

number of waves in the pml nwpml,s ∈ [0, 3] and β ∈ [0, 3] is varied.

6. Figure 2.21 right: Shear waves. Linear elements. Absorbing function profile fixed γ(s) = 1.

The number of nodes per wave is different for each plot nnpw,s = {12, 24, 48}. Within each

plot the number of waves in the pml nwpml,s ∈ [0, 3] and β ∈ [0, 3] is varied.

7. Figure 2.22 left: Shear waves. Cubic elements. Absorbing function profile fixed γ(s) = s. The

number of nodes per wave is different for each plot nnpw.s = {12, 24, 48}. Within each plot the

number of waves in the pml nwpml,s ∈ [0, 3] and β ∈ [0, 3] is varied.

8. Figure 2.22 right: Shear waves. Cubic elements. Absorbing function profile fixed γ(s) = 1.

The number of nodes per wave is different for each plot nnpw,s = {12, 24, 48}. Within each

plot the number of waves in the pml nwpml,s ∈ [0, 3] and β ∈ [0, 3] is varied.

The following observations can be made.

• The contours of constant energy dissipation error for the volumetric wave and shear wave have

almost identical contours. They also resemble the contours obtained from the 2D scalar wave

case.

• The constant PML with absorbing function profile γ(s) = 1 works as well as the linear profile,

with smaller energy dissipation error for all combinations of (nwpml, β).
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• Given the same discretization, cubic elements are capable of obtaining energy dissipation error

two orders of magnitude smaller than linear elements.

Given these results, one can have some confidence in applying the heuristics developed for the 1D

scalar wave to the 2D vector-valued case.

Remark: For the elastodynamic semi-infinite half space problem, or wave propagation in layered

media, one must take into account the surface Rayleigh waves which have wave speed approximately

equal to the shear wave, and interface Love waves, in the selection of appropriate discretization of

the problem and PML parameter selection.
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Figure 2.19: Energy dissipation error − log10(Erelerr) for the 2D elastodynamic volumetric wave
propationg with varying discretizations nnpw,v = {12, 24, 48}, varying absorbing function profiles
γ(s) = {1, s}, fixing the parameters element={linear}.
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Figure 2.20: Energy dissipation error − log10(Erelerr) for the 2D elastodynamic volumetric wave
propationg with varying discretizations nnpw,v = {12, 24, 48}, varying absorbing function profiles
γ(s) = {1, s}, fixing the parameters element={cubic}.
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Figure 2.21: Energy dissipation error − log10(Erelerr) for the 2D elastodynamic shear wave propa-
tiong with varying discretizations nnpw,s = {12, 24, 48}, varying absorbing function profiles γ(s) =
{1, s}, fixing the parameters element={linear}.
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Figure 2.22: Energy dissipation error − log10(Erelerr) for the 2D elastodynamic shear wave propa-
tiong with varying discretizations nnpw,s = {12, 24, 48}, varying absorbing function profiles γ(s) =
{1, s}, fixing the parameters element={cubic}.
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2.3 Geometric multigrid for forced motion computation

The quality factor Q, which one would like to obtain from the system, can be computed by

evaluating the transfer function of the sytem or computing the complex-valued frequencies of the

system. For transfer function evaluation, one must solve a series of linear systems of the form,

(
K− ω2M

)
u = F, (2.101)

with varying forcing frequency ω, where K,M are the stiffness and mass matrices, F is the forcing

vector, and u is the displacement vector. For the evaluation of the complex-valued eigenfrequency,

one must also solve linear systems of this form, as will be explained in Section 2.4. Thus it is crucial

that one be able to solve linear systems of the form given in Equation (2.101) efficiently. For linear

systems of size up to the order of hundreds of thousands, directive methods are employed due to their

robustness [57]. For systems exceeding this size, such as those obtained from 3D discretizations of

physical systems, direct methods are not optimal in the time required for the solution and memory

requirements. This forces one to turn to iterative methods. Though the applicability of iterative

methods are not as general as direct methods, they have less memory requirements, and if they are

combined with a good preconditioner to accelerate the speed of convergence to the solution, i.e.,

decrease the number of iterations required, they can be very powerful [160, 24].

The systems which must be solved with the application of PML are complex-symmetric. Iter-

ative Krylov subspace based methods such as GMRES and BICGSTAB for general linear systems,

methods implemented in QMRPACK [75], and COCG [184] tailored for complex-symmetric linear

systems do exist, but without the help of an efficient preconditioner, they have poor convergence

rates. A preconditioners that is applicable for general complex-symmetric systems is incomplete LU

factorizations [160], but for robustness for various problem types, one must tolerate large fill-ins

which again result in large memory requirements.

The selection of an efficient preconditioner must also take into account the application. For

the system of Equation (2.101), in the case of no PML with zero shift ω = 0, one has a symmetric



69

positive definite linear system obtained from a discretization of an elliptic system of equations. For

this class of problems, multigrid methods have been shown to perform extremely well [182]. A

multigrid method to solve,

Ax = b (2.102)

constructs multilevels of coarse discretizations of the original matrix A(= A0), which are defined as

Ak(k = 1, . . . , n), each matrix having size nk where nk > nk+1. Approximate solutions and residuals

are mapped between these grids (discretizations) by mapping operators. The idea behind the method

is error smoothing. The solution x to the problem above can be decomposed into the eigenmodes of

the operator A. An operation called smoothing is applied to the approximate solution at each grid

level, which eliminates (smooths) the error components of high frequency, i.e., eigenvalues with large

magnitude, expressed on that grid. As smoothing is applied to the approximate solution on each

grid, the components corresponding to the high frequency on the corresponding grid is eliminated.

This sequence of operations is terminated at the coarsest grid with a direct solve eliminating all

components representable on that grid, which includes the lowest frequency components of the total

problem.

The key components in the multigrid method are the selection of the smoother S, coarse grids

(coarse grid operators) Ak, and the mapping operators between the grids. The mapping operator

used to map the solution from the fine grid to coarse grid, i.e., map degrees of freedom on the kth

level to the k + 1th level, is called the restriction operator Rk+1
k , and the operator used to map

the solution from the coarse grid to the fine grid, i.e., map degrees of freedom on the k + 1th level

to the kth level, is called the prolongation operator Pk
k+1. Using these components, the multgrid

method can be applied with various cycles [182]. The most common cycle is the multigrid V-cycle,

which is presented in Figure 2.23. One cycle initiates on the finest grid and restricts down through

the multilevels with smoothing steps interleaved. Once the coarsest level is reached, a direct solve

is conducted, and the solution is interpolated up through the multilevels with smoothing steps
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interleaved. The cycle ends with a smoothing step on the finest grid.

For smoothing, typically, point smoothers such as damped Jacobi and Gauss-Seidel [182] or

polynomial smoothers such as Chebyshev polynomials [160, 6] are employed. Krylov iterative meth-

ods can also be used as smoothers. In the development of multigrid, much emphasis has been placed

on the construction of efficient coarse grids and corresponding prolongation and restriction opera-

tors, due to the non-triviality in their construction and their importance in the overall convergence

of the method. Depending on the method of coarse grid construction, multigrid methods are divided

into two groups, geometric multigrid (GMG) and algebraic multigrid (AMG).

GMG [182] constructs the coarse grid and corresponding prolongation and restriction opera-

tors using the geometric information of the underlying physical problem On the other hand AMG

constructs these purely algebraically from the system matrix A [69], or with very little informa-

tion [4, 185, 135]. When one has direct access to the geometry of the underlying physical problem,

GMG is the method of choice, since one can take full advantage of the problem. One still must

face the effort of constructing the coarser grids, prolongation, and restriction operators, which may

become difficult for complex geometry and special algorithms must be developed for unstructured

mesh geometry [3]. When one only has access to the system matrix A, AMG is the method of

choice, since the method is able to construct the coarse grids purely algebraically from the matrix.

Information such as the connectivity of the system is extracted from the weighted graph interpre-

tation of the matrix [182]. Smooth aggregation AMG methods incorporate vectors that belong to

the near null space of the system matrix in the coarse grids [185, 135]. When the system matrix is

derived from Poisson’s equation, these are the constant vectors, and in the case of elasticity, these

are the rigid body modes represented by the translations and rotations [4]. The drawback of AMG

methods is the ability of the method to produce adequate coarse grids for non-symmetric indefi-

nite complex-valued linear systems, due to the assumptions made in developing the theory, such

as symmetry, real-valuedness, and positive definiteness. The requirement of positive definiteness

is also required in the convergence proof of GMG. The coarse grid operators Ak can be obtained
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independently from the prolongation and restriction operators or from a Petrov-Galerkin projection

using the prolongation and restriction operators as,

Ak = Rk
k−1Ak−1P

k−1
k (k = 1, . . . , n), (2.103)

where to simplify notation,

Pk = Pk−1
k , (2.104)

Rk = Rk
k−1 . (2.105)

One can also select Rk
k−1 =

(
Pk−1
k

)T
to obtain the standard Galerkin projection.

The application of PML and the non zero shift ω = 0, does make the matrix A complex-valued

and indefinite, but if the complex-valued nature and indefiniteness is small, one can hope that the

multigrid method designed for symmetric positive definite systems is still applicable. Based on such

an idea, multigrid for the real-symmetric indefinite case has been investigated, and convergence has

been proven under the assumption that the coarsest grid in the multilevel be sufficiently fine [22, 41].

This restriction decreases the optimality of the multigrid method, but produces a solution method.

Incorporation of Krylov iterations as smoothers in the multigrid method has also been proposed

to treat the indefiniteness of the operator [67, 5], but this method can be costly when the number

of smoothing iterations required for convergence increases. Several attempts have been made in

the application of Ruge-Stüben classical AMG to complex symmetric matrices arising from the

discretization of the time-harmonic Maxwell equations in 2D scalar-valued potential form, which

take the form of Equation (2.101) with real-valued K,M and a complex-valued ω [158, 116]. It must

be pointed out that the complex-valued symmetric structure obtained from the application of PML

equations is fundamentally different from those arising from real-valued matrices with complex-

valued shifts ω. As is explained later in the section, a complex-valued shift ω can improve the

convergence of multigrid compared to a real-valued shift.

In our approach, GMG is adapted to solve the complex-symmetric indefinite linear system

of Equation (2.101) arising from the discretization of the time-harmonic elastodynamic problem
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with PML applied. This choice has been made due to the lack of existence of an AMG approach

for constructing the coarse grids, the prolongation operators, and the restriction operators, for

this type of problem. A GMG approach is possible in our case, since full access to the geometric

information of the physical problem is available, including the mesh generation process. The systems

of interest have regular geometry, allowing block generation of the finite element mesh. This allows a

fully geometric approach in construction of the coarse grids, prolongation operators, and restriction

operators. In this section the components of GMG that are used in our method are introduced.

First, the smoothers that we consider for our method are introduced. The method of Local Fourier

Analysis (LFA), which can be used to analyze the the two stationary smoothers that we employ, the

Gauss-Seidel smoother and Kaczmarz smoother, is presented. This is followed by the presentation

of a Lemma for complex-symmetric matrices that is employed in combination with the Chebyshev

smoother that we also use. Next, the method by which the coarse grids, prolongation operators,

and restriction operators are constructed is explained. The coarse grids are constructed by a block

generation, and the prolongation operators are constructed based on evaluating coarse grid shape

functions at the fine grid points [3, 72]. The section is closed by presenting the 2-grid convergence

factors of the proposed GMG method on 2D scalar wave and 2D elastodynamic problems. For the

3D scalar wave and 3D elastodynamic problem, only the results obtained from the LFA is presented.

2.3.1 Smoothers

The types of smoothers that are available in multigrid can be grouped into the following two

categories [182],

1. Stationary methods: Jacobi, Weighted Jacobi, Gauss-Seidel, Symmetric Gauss-Seidel, SOR,

Polynomial smoothers,

2. Nonstationary methods: Krylov methods (CG, GMRES, BICGSTAB,.etc.).
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function MGV(Ai,bi)

if there is a coarser grid i+ 1

xi ← Sν1(Ai,bi) -ν1 iterations of the pre-smoother
ri ← bi −Aixi -residual calculation
ri+1 ← Ri+1ri -restriction of residual to coarse grid
ei+1 ← MGV(Ri+1AiPi+1) -the recursive application of MG
xi ← xi + Pi+1ei+1 -prolongation of coarse grid correction
ri ← bi −Aixi
xi ← xi + Sν2(Ai, ri) -ν2 iterations of the post-smoother

else

xi ← A−1
i ri -direct solve on coarsest grid

return xi

Figure 2.23: Multigrid V-cycle algorithm

A smoother is called stationary when it is representable by a linear operator, i.e., a matrix. The

behavior of nonstationary smoothers depend on the vector it is applied to. For the symmetric positive

definite case where all eigenvalues are real and positive, the ideal smoother eliminates error modes

corresponding to large eigenvalues, unaffecting modes corresponding to small eigenvalues which are

to be eliminated by the direct solve on the coarsest grid. When the matrix is non-symmetric and

indefinite, the action of the smoother is not as clearly defined, but still one desires the similar

behavior, such that error modes corresponding to eigenvalues with large magnitude are eliminated.

For application of multigrid to the linear system with PML, the performance of three types of

stationary smoothers are investigated: Gauss-Seidel, Kaczmarz, and Chebyshev. The investigation

of nonstationary smoothers are excluded here, since they have difficulty as components in multigrid

preconditioners in combination with the Jacobi-Davidson method used for obtaining eigenvalues in

Section 2.4. First the method of Local Fourier Analysis (LFA) is introduced to analyze the behavior

of the two stationary smoothers, Gauss-Seidel and Kaczmarz. This is followed by a brief explana-

tion of the Gauss-Seidel and Kaczmarz smoother. Next the details of the Chebyshev polynomial
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smoothers are presented along with a Lemma that enables one to obtain a bound on the real part

and imaginary part of the eigenvalues of a complex-symmetric matrix, by computing the eigenvalues

of the real and imaginary part of the complex-symmetric matrix.

Remark: Though the behavior of nonstationary methods depend on the acting vector, one can

quantitatively argue their behavior. In the case of CG applied as a smoother to real symmetric

positive definite systems, it will try to minimize the error in the operator norm ||e||A := ||e∗Ae||.

This implies that error modes corresponding to large eigenvalues are weighted more, and tend to

be eliminated more than those corresponding to small eigenvalues. In the case of GMRES applied

as a smoother to general systems, it will try to minimize the residual ||r|| := ||e∗A∗Ae||, i.e., the

error in the A∗A operator norm. This implies that error modes corresponding to large eigenvalues

of the operator A∗A are weighted more, and tend to be eliminated more than those corresponding

to small eigenvalues.

Local Fourier analysis

The linear system that one desires to apply the smoother on,

Au = b, (2.106)

in most cases arises from the discretization of some linear partial differential equation,

Lu = b, (2.107)

where L is the linear operator to which A is a discretization of, and u, b are the continuous versions

of u and b. When the smoothing step for Equation (2.106) can be written in the form,

Eunew = Fuold + b, (2.108)

A = E− F, (2.109)

where uold is the solution before the smoothing step and unew is the solution after the smoothing step,

one can employ the method of local Fourier analysis (LFA) [182]. LFA measures the effectiveness of



75

the smoother on Equation (2.107) on an infinite grid, neglecting the influence and effect of boundary

conditions. For the 2D infinite grid,

Gh :=
{
x = hk|k ∈ Z

2
}
, (2.110)

with uniform grid size of h in both x, y directions, the eigenfunctions are the Fourier modes, expressed

as,

ϕ(θ,x) = exp(iθ · x/h)

= exp(iθxx/h) exp(iθyy/h). (2.111)

Without loss of generality, it is assumed that,

(θx, θy) ∈ [−π, π)2 . (2.112)

The linear operator L discretized on the grid Gh is denoted as Lh, and is considered to have a

difference stencil representation,

Lhw(x) =
∑

k∈Finite Set

lkw(x + hk) , (2.113)

with constant coefficients lk. A is essentially Lh for some h with appropriate boundary conditions.

For nodes sufficiently away from the boundary, A is assumed to have this structure.

(Ax)i =
∑

j∈Finite Set

Aijxj . (2.114)

The symbol or eigenvalue λθ corresponding to the Fourier mode ϕ is defined as,

Lhϕ(θ,x) = λθϕ(θ,x), (2.115)

with,

λθ :=
∑

k∈Finite Set

lk exp(iθ · k) . (2.116)

For smoothers applied to the problem,

Lhu = b, (2.117)
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which can be written locally as,

L+
h unew + L−

h uold = b, (2.118)

subtraction of the exact solution u results in the expression,

L+
h enew = −L−

h eold, (2.119)

enew = unew − u, (2.120)

eold = uold − u . (2.121)

Since ϕ are also eigenfunctions of both L+
h and L−

h , by denoting their eigenvalues as λ+
θ and λ−θ , the

action of the smoother on an error component corresponding to an eigenfunction,

eold = ϕ(θ,x), (2.122)

is,

enew = −λ
−
θ

λ+
θ

ϕ(θ,x). (2.123)

If one considers an infinite grid coarser than Gh with grid size 2h,

G2h :=
{
x = 2hk|k ∈ Z

2
}
, (2.124)

one observes that eigenfunctions ϕ(θ,x) on Gh with,

θ ∈ [−π/2, π/2)2, (2.125)

are representable on G2h. From this property, one can divide the eigenfunctions on Gh into two

groups,

Tlow :=
{
θ|θ ∈ [−π/2, π/2)2

}
, (2.126)

Thigh :=
{
θ|θ ∈ [−π, π)2 \ Tlow

}
, (2.127)

those modes that are representable on coarse grids Tlow and those modes that are highly oscillating

and not representable on coarse grids Thigh. In multigrid, the direct solve on the coarse grid is
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designed to eliminate the low frequency errors, and the smoother is designed to remove the high fre-

quency errors. Thus one can define the reduction factor of a smoother S whose action is representable

as Equation (2.118) as,

µloc(S) := sup

{∣∣∣∣
λ−(θ)

λ+(θ)

∣∣∣∣ : θ ∈ Thigh

}
. (2.128)

One can also define the smoothing factor in each direction as,

µx,loc(S) := sup

{∣∣∣∣
λ−(θ)

λ+(θ)

∣∣∣∣ : θ ∈ Tx,high

}
, (2.129)

µy,loc(S) := sup

{∣∣∣∣
λ−(θ)

λ+(θ)

∣∣∣∣ : θ ∈ Ty,high

}
, (2.130)

where,

Tx,high := {θ|θx ∈ [−π,−π/2] ∪ [π/2, π]} , (2.131)

Ty,high := {θ|θy ∈ [−π,−π/2] ∪ [π/2, π]} . (2.132)

It is clear that µloc = max(µx,loc, µy,loc). In the case of vector valued functions, this definition can

be generalized to,

µloc(S) := sup
{∣∣ρ

(
L+(θ)−1L−(θ)

)∣∣ : θ ∈ Thigh

}
, (2.133)

where ρ denotes the spectral radius of the operator. Smoothing factors in each direction can be

defined analogously to the scalar case.

µx,loc(S) := sup
{∣∣ρ

(
L+(θ)−1L−(θ)

)∣∣ : θ ∈ Tx,high

}
, (2.134)

µy,loc(S) := sup
{∣∣ρ

(
L+(θ)−1L−(θ)

)∣∣ : θ ∈ Ty,high

}
. (2.135)

This tool is used to analyze the smoothing properties of Gauss-Seidel and Kaczmarz for dis-

cretizations of the 2D scalar, 2D elastodynamic, 3D scalar, and 3D elastodynamic problem in Sec-

tion 2.3.3.
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Gauss-Seidel

The Gauss-Seidel smoother is defined as the following iteration,

(L + D) xnew = −Uxold + b, (2.136)

where L,U,D are the strictly lower triangular, strictly upper triangular, and diagonal parts of the

matrix A. One knows that for Hermitian positive definite or diagonally dominant A, the method

is convergent [80]. A criterion for complex-valued symmetric matrix does not exist. To check the

convergence of the iteration for general matrices, one must look at the spectral radius of the iteration

matrix −(L + D)−1U. For structured meshes, one can also employ LFA, as is done in Section 2.3.3

to investigate the convergence of this method for problems employing PML.

Kaczmarz

The Kaczmarz smoother is defined as the following iteration,

xnew = [I−A∗ (LAA∗ + DAA∗)A]xold + A∗ (LAA∗ + DAA∗)b, (2.137)

where LAA∗ ,DAA∗ are the strictly lower triangular, and diagonal parts of the matrix AA∗. These

equations can be obtained from application of Gauss-Seidel to,

AA∗y = b, (2.138)

y := A−∗x. (2.139)

Here ∗ denotes conjugate transposition. This method is also referred to as a row-projection method [160],

and the method has been proven to converge for non-singular A [174]. The convergence can also be

seen from the Hermitian positive definite property of AA∗ and Gauss-Seidel for non-singular A.

The advantage of this smoothing method, is its applicability as a smoother to any non-singular

system. The disadvantage is its weak smoothing properties [182]. In Section 2.3.3, it is observed

that this method is still effective as a smoother for the scalar-valued problem but not for elasticity.
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Chebyshev polynomials

Polynomial smoothers [160] are a class of smoothers which have error smoothing operators of

the form,

enew = Qn(A)eold, (2.140)

enew := xnew − x, (2.141)

eold := xold − x, (2.142)

where xold,xnew,x are the old, new, and exact solutions of the problem. Qn(x) is a n-th order

polynomial with the restriction Qn(0) = 1, since the error should not change if the operator is zero.

As a smoother, one desires,

||enew||2 < ||Qn(A)eold||2, (2.143)

where the 2-norm has been selected without loss of generality. Assuming A is diagonalizable A =

VΛV−1, where V are the eignvectors and Λ is the diagonal matrix of eigenvalues, the error in the

eigenvectors coordinates ê := V−1e is,

||ênew||2 < ||Qn(Λ)êold||2. (2.144)

When A is Hermitian, ||ê||2 = ||e||2, and Equations (2.143) and (2.144) are equivalent. Further

manipulation of Equation (2.144), yields,

||ênew||2 < max
λi∈Λ
|Qn(λi)| ||êold||2. (2.145)

Thus one would like to find an optimal polynomial Qn(x) such that,

• Qn(0) = 1

• max
x∈Ω
|Qn(x)| is small as possible for some domain Ω ⊃ Λ.

When A is Hermitian positive definite, Λ is a subset of the positive real line, and the optimal poly-

nomials are the Chebyshev polynomials [160]. For the case of complex-symmetric A, the eigenvalues
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lie on the whole complex plane, in which case the Chebyshev polynomials are not optimal [73] but

still have an effective smoothing property as long as the eigenvalues of A are not too close to zero,

and lie on the positive real half of the complex plane. The Chebyshev polynomials are defined

recursively as,

T0(z) = 1, (2.146)

T1(z) = z, (2.147)

Tn+1(z) = 2zTn(z)− Tn−1(z), (2.148)

or,

Tn(z) = cosh(n cosh−1(z)) . (2.149)

For the purposes of the polynomial preconditioner, one considers the scaled and translated version,

Pn(z) =
Tn
(
d−z
c

)

Tn
(
d
c

) , (2.150)

where Pn(0) = 1. In the complex plane, asymptotically, the contours of constant magnitude of

the polynomial form ellipses centered at d with foci at d + c and d − c. An example of the case

d = 2, c = {1, 1i} and n = 3 is shown in Figure 2.24. One sees that selecting a complex valued c can

rotate the ellipse.

Thus even if the eigenvalues lie off the real axis, as long as they are sufficiently confined within

these ellipses, one can obtain sufficient smoothing. As is observed in the two grid convergence factors

of Section 2.3.3, for PML parameters with β not too large, the eigenvalues do not part too much

from the real axis. For a complex-symmetric matrix, the magnitude of the imaginary part of the

eigenvalue can be easily estimated by the imaginary part of the matrix as is shown in the following

Lemma.

Lemma 2.3.1 Given a complex symmetric matrix A,

A := Ar + iAi, (2.151)
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Figure 2.24: The convergence factor of Chebyshev smoothers

where AT
r = Ar is the real part and AT

i = Ai is the imaginary part, the real and imaginary part of

the eigenvalues are bounded by the eigenvalues of Ar and Ai respectively,

λr,min ≤ Re(λ) ≤ λr,max, (2.152)

λi,min ≤ Im(λ) ≤ λi,max. (2.153)

Proof The eigenvalue λ and corresponding eigenvector x are related as:

λ =
x∗Ax

x∗x
(2.154)

=
x∗Arx

x∗x
+ i

x∗Aix

x∗x
. (2.155)

Since for a real symmetric matrix, the Rayleigh quotient is always real,

Re(λ) =
x∗Arx

x∗x
∈ R, (2.156)

Im(λ) =
x∗Aix

x∗x
∈ R . (2.157)

q.e.d.�.

With this Lemma, one can bound the eigenvalues within a bounding box. Thus if one has a

situation such as is shown in Figure 2.25, the Chebyshev smoother can be applied.
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λr,max

λi,max

Eigenvalues

Chebyshev ellipse of smoothing

Figure 2.25: Chebyshev ellipse enclosing the region of eigenvalues(gray) using estimates obtained
from the bounding box defined through the Lemma

Though adaptive methods exist to estimate the convex hull of the eigenvalues of the matrix [44,

137, 136], and to select optimal c and d, here the Lemma presented is used to estimate c and d.

λr,max and λi,max are computed from the real and imaginary part of the matrix by a power method

or Lanczos method. Then c and d are set as,

d = λr,max, (2.158)

c = λi,maxi. (2.159)

This choice is able to enclose all eigenvalues for mild PML parameters. It is observed in Section 2.3.3

that this choice does lead to convergent results.

Though Cheybshev smoothers require evaluation of several parameters, they only involve matrix-

vector operations which makes it easier to efficiently parallelize them compared to methods such as

Gauss-Seidel and Kaczmarz.
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2.3.2 Prolongation operators

The geometric multigrid approach is taken to construct the coarse grids and corresponding

prolongation and restriction operators. The restriction operator is defined as the transpose of the

prolongation operator R = PT , and the coarse grid operators are defined by a Galerkin projection.

The geometries of the resonators analyzed have fairly regular structure, which allows one to generate

the mesh of the structure by mapped structured Cartesian block meshes.

Without loss of generality, the method of constructing the coarse grids and corresponding

prolongation operators are presented for the two grid case. The computational domain is first

divided into superblocks, which are each mapped squares for the 2D case, and mapped cubes for

the 3D case. Both the fine grid Gfine and coarse grid Gfine share the same domain constructed from

these superblocks. The difference between the two is the number of nodes placed along the edges

and faces. It is assumed that for any super block, the number of nodes across an edge or face on

the fine grid is larger than the coarse grid. To clarify this setup, the two grid case for the scalar

2D problem is employed to explain this method of grid construction. The problem is defined on the

V-shaped domain depicted in Figure 2.26. The meshes are constructed from bilinear finite elements.

The left mesh shows standard mesh construction, where the coarse and fine mesh defined by the

coarse and fine grid nodes are not particularly related. The right mesh shows the block generated

mesh construction, where two superblocks are defined, one in dark gray, and the other in light gray.

For the coarse mesh, each region is meshed with zero nodes per side. The fine mesh is generated

from the underlying super blocks, such that there are two nodes on each side of the super blocks.

The prolongation operator P from the coarse grid to fine grid is constructed by the evalution

of fine grid nodes at the coarse grid shape functions. Let us denote the coarse grid nodes as xci and

the fine grid nodes as xfi . Using the finite element shape functions on the coarse grid N c
j (x), the

field on the coarse grid is represented as,

u(x) =
∑

j∈Gcoarse

N c
j (x)ucj . (2.160)
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Using the coarse grid values uci , one can obtain an approximation of the nodal values on the fine

grid ufi , by the interpolated values from the coarse grid shape functions [72],

ufi := u(xfi ) =
∑

j∈Gcoarse

N c
j (x

f
i )u

c
j . (2.161)

This is a linear mapping from the coarse grid values uci to the fine grid values ufi , which is defined

as the prolongation operator,

uf = Puc , (2.162)

whose components are,

Pij = N c
j (x

f
i ), i ∈ Gfine, j ∈ Gcoarse. (2.163)

For the vector-valued case, each field is interpolated separately by the method introduced above.

Since the finite element nodal shape functions have small support and little overlap, the prolongation

operator is sparse.

© : Coarse grid nodes
• : Fine grid nodes

Standard mesh Block generated mesh

Figure 2.26: Standard mesh and block generated mesh

In this method of prolongation operator construction, one computational bottleneck can arise

in the evaluation of the entries of P. If one evaluates every entry, the complexity is the product of

the number of elements of the coarse grid and number of nodes of the fine grid. For a general mesh,



85

determining the location of the nonzeros is non-trivial, and an efficient search algorithm must be

employed. In our case, such a search can be avoided by utilizing the block generated structure of

the mesh. Between any coarse and fine grid, within each super block, one can easily identify which

fine node belongs to which coarse element. In the mesh generation step, by constructing a data

structure with the information of which node belongs to which element, the prolongation operators

can be formed efficiently through a table look up. The data structure is not large with size equal

to twice the number of fine grid nodes, since it only consists of the fine grid node number and the

corresponding coarse grid element number it belongs to.

For discretization of the fine grid with linear finite elements, it is natural to assume discretiza-

tion of the coarse grid with linear finite elements leading to linear shape functions N c
i (x) that are

evaluated for construction of the prolongation operator. For the case of discretization of the fine

grid with quadratic finite elements, one has two choices, quadratic discretization of the coarse mesh

leading to quadratic shape functions evaluated for prolongation operator construction, or linear dis-

cretization of the coarse mesh leading to linear shape functions evaluated for prolongation operator

construction. In the case of nested meshes, where the coarse grid nodes are a subset of the fine grid

nodes, selection of linear finite elements lead to a coarse grid operator which is a linear discretization

of the fine grid mesh with linear finite elements with corners matching those of the original quadratic

finite elements. Essentially the lower order finite element space is being used for the coarse grid cor-

rection, which is similar to the idea of using lower order finite element spaces as preconditioners for

higher order elements [134].

The use of higher order finite elements only on the finest grid, and linear finite elements on the

coarser grids, lead to less sparser coarse grid operators, due to the smaller support of linear shape

functions. For this reason, the prolongation operators are constructed from linear discretizations

on the coarser grids. With regards to sparsity it is also preferable to have nested meshes, since

non-nested meshes can increase the support.

The numerical results presented in Section 5.3.1 show that the proposed method of coarse grid
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and prolongator construction is efficient and scalable.
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2.3.3 Two-grid convergence factors

In order to exhibit the convergent behavior of the geometric multigrid method that we propose,

two grid convergence factors are computed. The two grid convergence factor is defined as the norm

of the iteration matrix for a two level multigrid method, and is a measure of the reduction in the

error in one iteration. It is a necessary condition that the two grid convergence factor is smaller

than one for the multigrid method to work. The convergence of the multigrid method for arbitrary

number of grids, often called h independent convergence in literature where h is the characteristic

mesh size of the finest grid h, is based on a convergent two grid multigrid method. The method in

which multigrid convergence is generally proven, is outlined in the following.

Using the notation introduced in Section 2.3, a two multigrid algorithm is written as,

xnew = Mhxold + Fh(ν1, ν2)b, (2.164)

Mh := Sν1
(
I−PA−1

c RA
)
Sν2 , (2.165)

where Mh is the two grid multigrid iteration matrix, F(ν1, , ν2) is a matrix depending on the number

of pre- and post smoothing iterations ν1, ν2 and Ac := RAP. The error in the solution between

xold and xnew is related by,

enew = Sν1
(
I−PA−1

c RA
)
Sν2eold. (2.166)

By taking norms one obtains,

||enew|| ≤ ||Mh|| · ||eold|| ≤ ||Sν1 || · ||
(
A−1 −PA−1

c R
)
|| · ||ASν2 || · ||eold||. (2.167)

The h independent convergence of multigrid is proven in two steps [87].

1. An h independent two grid convergence factor ρ2grid is derived from a combination of the

bound on the smoothing properties of the smoother,

||Sν1 || ≤ 1, ||ASν2 || ≤ η(ν2)h−m with η(ν2)→ 0(ν2 →∞), (2.168)
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and approximation properties of the prolongation and restriction operators,

||
(
A−1 −PA−1

c R
)
|| ≤ Chm (2.169)

where m > 0 and C is a constant. These yield the relation,

||Mh|| ≤ Cη(ν2) =: ρ2grid, (2.170)

which is h independent, and smaller than 1 for sufficiently large ν2.

2. A recursion formula for the convergence factor for n grids ρn is derived as follows.

Assume there are L grids, and that on grid l, the multigrid iteration matrix is denoted by Ml

and the operator is denoted by Al. Then Ml is defined recursively by,

Ml = Sν1
(
Il −Pl

l−1

[
Il−1 −Mγ

l−1

]
A−1
l−1R

l−1
l Al

)
Sν2 ,

= Sν1
(
Il −Pl

l−1A
−1
l−1R

l−1
l Al

)
Sν2 + Sν1

(
Pl
l−1M

γ
l−1A

−1
l−1R

l−1
l Al

)
Sν2 ,

= M2grid +
(
Sν1Pl

l−1

)
Mγ

l−1

(
A−1
l−1R

l−1
l AlS

ν2
)
. (2.171)

Here γ denotes the number of times the iteration matrix Mγ
l−1 is applied at level l− 1. γ = 1

corresponds to a multigrid V-cycle (Figure 2.23), and γ = 2 corresponds to a multigrid W-cycle.

In the W-cycle, at each level the multigrid iteration matrix is applied twice. By defining,

ρl := ||Ml||, (2.172)

C := ||Sν1Pl
l−1|| · ||A−1

l−1R
l−1
l AlS

ν2 ||, (2.173)

and taking norms of Equation (2.171), one obtains,

ρl ≤ ρ2grid + Cργl−1. (2.174)

For the case of 4Cρ2grid < 1 and γ = 2 (Multigrid W-Cycle), as the limit n → ∞ is taken

a convergence rate ρ∗ < 1 independent of the number of grids can be obtained. Two prove

multigrid convergence for the V-cycle, a slight refinement of the proof must be made [40].
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The discretization of elliptic partial differential equations such as Poisson’s equation and stan-

dard linear elasticity lead to positive definite systems for which the process denoted above can be

used to prove multigrid h independent convergence. For cases when the linear system is not of

this type, difficulty can arise. When the system is indefinite, standard stationary smoothers such

as Gauss-Seidel lose their norm decreasing property ||S|| ≤ 1, and the error in modes which have

negative eigenvalues are enhanced. When the number of these modes are large, one must use other

smoothers such as the Kaczmarz smoother which smooths unconditionally but has a very slow con-

vergence rate with ||S|| close to unity. For the case of Helmholtz’s equation, when the shift ω is

large, the approximation property of Equation (2.169) is lost, which restricts the size of the coarse

grid possible in such applications [22, 41].

Though full theoretical proof cannot be established for two grid convergence and h independent

convergence for the elastodynamic equation with PML, verification of the two grid convergence

factor through numerical computation suffices to give a good idea on whether the multigrid method

is convergent and can extend to multilevels. In this section, the two grid convergence factor for

the 2D scalar wave equation and 2D elastodynamic equation with PML are computed for different

PML parameters. The smoothing factor is also computed through LFA for the 2D scalar wave, 2D

elastodynamic, 3D scalar wave, and 3D elastodynamic problem for different PML parameters. These

simulations present the range of PML parameters that can be chosen for convergent behavior of the

multigrid method that we propose.
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2D scalar wave

In this section the 2D scalar wave equation under time-harmonic point excitation, i.e., Helmholtz’s

equation, is considered on a square domain.

d2û

dx̃2
+
d2û

dỹ2
+ k2û = δ(0, 0), (x, y) ∈ [−Ld, Ld]× [−Ld, Ld], (2.175)

Ld := Lb + Lp, (2.176)

x̃ =

∫ x

0

λ(s)ds, (2.177)

ỹ =

∫ y

0

λ(s)ds, (2.178)

λ(s) = 1− σ(s)i, (2.179)

σ(s) =





0 0 ≤ s < Lb

some value Lb ≤ s ≤ Ld
(2.180)

û(x, y) = 0 for (|x| = Ld or |y| = Ld). (2.181)

Local Fourier Analysis

The effectiveness of the Gauss-Seidel and Kaczmarz smoother for bilinear finite elements are

investigated through the method of LFA. Since LFA requires constant coefficients, only the constant

absorbing function profile γ(s) = 1 is considered. For smoothing, the problematic case arises when

PML is applied in one direction only, and thus only the case of constant PML in the x direction

is considered. To focus on the effect of β on the smoothing factor, ω is set to zero in K − ωM.

The smoothing factors µx,loc, µy,loc defined in Equation (2.129) and (2.130) with respect to varying

β are shown in Figure 2.27. The smoothing factor µ for Gauss-Seidel exceeds 1 at β = 0.7. This

predicts failure of the multigrid for such PML parameters, which is confirmed in the actual two grid

convergence factor computations. Contrary to this, the smoothing factor for Kaczmarz has µ ≤ 1

for all β, confirming the unconditional convergence of the method. One does see though that the

smoothing factor is unacceptable for large β.

Figure 2.28 shows the smoothing factor in the (θx, θy) plane for β = {0, 0.7, 5}. β = 0 cor-

responds to the symmetric positive definite case. For this value of β, the smoothing property of
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Kaczmarz is weaker than Gauss-Seidel for all modes, since most of the modes near the origin have

smoothing factors close to 0.8 or larger. For β = 0.7, the point of failure of the Gauss-Seidel itera-

tion, µ becomes large in the region of high oscillation in both x, y directions. In the extreme case

of β = 5, one observes anisotropic behavior in smoothing, such that smoothing exists only in the

y direction. This behavior can be explained from the governing Helmholtz’s equation. Under the

application of PML, Equation (2.175) can be rewritten as,

1

(1− iβ)
2

d2û

dx2
+
d2û

dy2
+ k2û = δ(0, 0), (2.182)

in the unstretched coordinates. As β is increased, the coefficient in front of the derivatives in the x

direction increases, leading to anisotropy and weak coupling in the x direction for which smoothing

is difficult. For such a case, an anisotropic multigrid with semi-coarsening only in the y direction

can be attempted, but as presented in Section 2.2, such high β values are unnecessary for small

reflection.

β β

µ
lo

c

µ
lo

c

Smoothing factor for Gauss-Seidel Smoothing factor for Kaczmarz

0 1 2 3 4 50

0.5

1

1.5

 

 

Smoothing in x
Smoothing in y

0 1 2 3 4 50

0.5

1

1.5

 

 

Smoothing in x
Smoothing in y

Figure 2.27: Smoothing factor for 2D scalar wave equation with PML in the x direction for Gauss-
Seidel and Kaczmarz smoothers
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Figure 2.28: Smoothing factors for Gauss-Seidel and Kaczmarz at β = {0, 0.7, 5}
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Two grid convergence factor with constant PML absorbing profile γ(s) = 1

Two grid convergence factors for bilinear elements with an absorbing function profile of γ(s) = 1

are computed. This absorbing function profile is selected for comparison with the LFA results. The

parameters varied are the number of nodes per wave nnpw ∈ [6, 24] and β ∈ [0, 1]. For this two grid

method, the number of nodes per wave on the coarse grid is half of nnpw. The number of waves in

the bounded domain nwbd and the number of waves in the PML nwpml are set to the following 4

cases.

1. Figure 2.29 left : (nwbd, nwpml) = (1, 1)

2. Figure 2.29 right: (nwbd, nwpml) = (2, 1)

3. Figure 2.30 left : (nwbd, nwpml) = (1, 2)

4. Figure 2.30 right: (nwbd, nwpml) = (2, 2)

The shift ω in the linear system of equations solved,

(
K− ω2M

)
= F (2.183)

is set to,

ω = c
2π

h nnpw
, (2.184)

where c is the wave speed and h is the distance between the nodes, so that propagating waves with

nnpw per wave length are excited.

From these figures, one can make the following comments on the effectiveness of each smoother.

• Gauss-Seidel: Multigrid divergence occurs at β = 0.7, as LFA predicts, and a representation

of approximately 6 nodes per wave is required on the coarse grid for convergence.

• Kaczmarz: Convergence is obtained for values of β up to 1 as LFA predicts. Convergence is

obtained for fairly small nnpw on the coarse grid, since the smoother is able to smooth error
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modes that are not appropriately reduced by the coarse grid correction. For fast convergence, a

representation of approximately 6 nodes per wave is required on the coarse grid for convergence.

• Chebyshev: Convergence factors are quite insensitive to β up to 1. For fast convergence, a

representation of approximately 6 nodes per wave is required on the coarse grid for convergence.

In general the following comments can be made.

• Increase in the size of the boundary nwbd leads to increase in convergence factor. (Slow

convergence).

• Increase in the size of the PML nwpml leads to decrease in convergence factor. (Fast conver-

gence).

• Divergence occurs for β ≤ 0.1. In the case of β = 0, the real-symmetric indefinite system is

solved.

These observations are all related to the behavior of multigrid with nonzero shift ω. The cause and

further investigation as well as the explanation of this behavior is postponed to the next example of

2D elastodynamics.
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Figure 2.29: 2D scalar wave equation: two grid convergence factor for linear elements, γ(s) = 1,
nwbd = {1, 2}, nwpml = 1
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Figure 2.30: 2D scalar wave equation: two grid convergence factor for linear elements, γ(s) = 1,
nwbd = {1, 2}, nwpml = 2
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Two grid convergence factor with linear PML absorbing profile γ(s) = s

The two grid convergence factors for bilinear elements with a linear absorbing function profile

of γ(s) = s is also computed. The parameters varied are number of nodes per wave nnpw ∈ [6, 24]

and β ∈ [0, 1]. For this two grid method, the number of nodes per wave on the coarse grid is half

of nnpw. The number of waves in the bounded domain nwbd and the number of waves in the PML

nwpml are set to the following 2 cases.

1. Figure 2.31 left : (nwbd, nwpml) = (1, 1)

2. Figure 2.31 right: (nwbd, nwpml) = (2, 1)

One obtains similar results to the constant absorbing function profile case, with the exception that

the behavior for Gauss-Seidel is slightly better for larger values of β.
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Figure 2.31: 2D scalar wave equation: two grid convergence factor for linear elements, γ(s) = s,
nwbd = {1, 2}, nwpml = 1
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2D elastodynamics

In this section the 2D elastodynamic equation under time-harmonic excitation, is considered on

a rectangular domain. This model is supposed to mimic behavior of a semi-infinite half domain.

(λ+ µ)∇(∇ · û) + µ∇
2û = −ω2ρû, (x, y) ∈ [−Ld, Ld]× [−Ld, 0], (2.185)

Ld := Lb + Lp, (2.186)

x̃ =

∫ x

0

λx(s)ds, (2.187)

ỹ =

∫ y

0

λy(s)ds, (2.188)

λ(s) = 1− σ(s)i, (2.189)

σ(s) =





0 0 ≤ |s| < Lb

some value Lb ≤ |s| ≤ Ld
(2.190)

û(x, y) = 0 for (|x| = Ld or |y| = Ld), (2.191)

t · n(0, 0) = (0, 1)T (2.192)

Local Fourier Analysis

The effectiveness of the Gauss-Seidel and Kaczmarz smoother for bilinear finite elements are

investigated through the method of LFA. Since LFA requires constant coefficients, only the constant

absorbing function profile γ(s) = 1 is considered. For smoothing, the problematic case arises when

PML is applied in one direction only, and thus only the case of constant PML in the x direction

is considered. To focus on the effect of β on the smoothing factor, ω is set to zero in K − ωM.

The smoothing factors µx,loc, µy,loc defined in Equation (2.134) and (2.135) for each direction with

respect to varying β are shown in Figure 2.32. The smoothing factor µ for Gauss-Seidel exceeds

1 at β = 0.7. This predicts failure of the multigrid for such PML parameters, which is confirmed

in the actual two grid convergence factor computations. Contrary to this, the smoothing factor for

Kaczmarz has µ ≤ 1 for all β, confirming the unconditional convergence of the method. One does

see though that the smoothing factor is close to unity even for small β, i.e., the smoothing and

consequently convergence will be quite slow
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Figure 2.32: Smoothing factor for 2D elastodynamic equation with PML in the x direction for
Gauss-Seidel and Kaczmarz smoothers
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Two grid convergence factor with constant PML absorbing profile γ(s) = 1

Two grid convergence factors for bilinear elements with an absorbing function profile of γ(s) = 1

are computed. This absorbing function profile is selected for comparison with the LFA results. The

parameters varied are the number of nodes per shear wave nnpw,s ∈ [6, 24] and β ∈ [0, 1]. For this

two grid method, the number of nodes per shear wave on the coarse grid is half of nnpw,s. The

number of shear waves in the bounded domain is set to nwbd,s = 2 and the number of shear waves in

the PML is set to nwpml,s = 2. For this 2D elasticity problem, the shear wave length λs is selected

as the reference wave length, since λv ≈ 1.8λs(ν = 0.3) and the wave length of the Rayleigh waves

λrayleigh ≈ λs. Adequate discretization of the shear wave will imply adequate discretization of the

other types of waves. For appropriate attenuation of waves propagating in the PML, one must select

the length of the PML in terms of λv .

The shift ω in the linear system of equations solved,

(
K− ω2M

)
= F (2.193)

is set to,

ω = ωs := cs
2π

h nnpw,s
, (2.194)

in the left side of Figure 2.33, and

ω = 0, (2.195)

in the right side of Figure 2.33. Here cs is the shear wave speed and h is the distance between the

nodes. The forcing frequency of ωs is selected to excite shear waves with nnpw,s nodes per shear

wave. Since the excitation mode is not purely shear, volumetric and Rayleigh wave are also excited,

but since these waves are of the same wave length as the shear wave or longer, they have wave

discretizations of nnpw,s or more. The case ω = 0, gives the ideal convergence in the absence of

added indefiniteness in the linear system that multigrid must treat. By comparing the two figures, it
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is clear that lack of convergence for small β is due to a nonzero ω. With β = 0 one obtains the real-

symmetric indefinite problem, for which it is clear that with ω = ωs, convergence is unattainable.

The explanation for convergence in the case of mild β parameters follows from the argument made

by Elman [67] and Brandt [42] in their explanation of the difficulty in applicability of multigrid to

the real-symmetric indefinite equation.

Let us solve the trivial problem,

Afxf = 0, (2.196)

with non-singular fine grid matrix Af by application of two-grid multigrid. The initial guess on

the fine grid x0
f is assumed vf , an eigenvector of Af with eigenvalue λf . This mode vf is assumed

smooth enough such that application of smoothing does not change the mode Svf ≈ vf . The

residual on the fine grid is,

rf = −Afvf = −λfvf . (2.197)

If the coarse grid is fine enough such that vf is reasonably well represented, the restriction of vf

onto the coarse grid Rvf will be close to an eigenvector vc of the coarse grid operator Ac with

eigenvalue λc. The correction on the coarse grid is,

Acec = Rrf = −λfvc (2.198)

and thus,

ec = −λfA−1
c vc = −λf

λc
vc, (2.199)

leading to the expression.

xnewf = x0
f + Pec,

=

(
1− λf

λc

)
vf . (2.200)

For error reduction, one requires,

∣∣∣∣1−
λf
λc

∣∣∣∣ ≤ 1. (2.201)



103

When the eigenvalues are identical on the two grids, an error of this mode is completely nulled.

When they differ largely, an error of this mode can be enhanced. For the low modes in a symmetric

positive definite systems such as Poisson’s equation and quasistatic linear elasticity, λc > 0, λf > 0,

and λf < λc, which imply that all low error modes are reduced or at least not enhanced. For the

real symmetric indefinite case, the sign of λc and λf are not determined and can be arbitrarily close

to zero. When the eigenvalues are of opposite sign or if λf > 2λc, the error mode is enhanced.

With the application of PML, the linear system is no longer real-symmetric indefinite, and

eigenvalues are no longer real. Qualitatively, for PML with β not too large, the eigenvalues for low

modes on the coarse grid and fine grid can be expressed as,

λf,pml = λf,nopml + iδf , (2.202)

λc,pml = λc,nopml + iδc, (2.203)

where λf,nopml ∈ R, λc,nopml ∈ R are the eigenvalues of the non-PML system and δf , δc ∈ R. With

the addition of the imaginary term, the reduction factor for problematic modes of the real-symmetric

indefinite problem with λc,nopml ≈ 0 and λf,nopml << 1 now become,

∣∣∣∣1−
λf
λc

∣∣∣∣ ≈
∣∣∣∣1−

δf
δc

∣∣∣∣ , (2.204)

which is smaller than one since for low modes δc > δf and for properly damped modes δc > 0, δf >

0. Damping can be introduced in other forms other than PML, but have the same effect. Such

advantages of added damping to the original equations for efficient solutions of the Helmholtz’s

equation have been conducted by Erlangga [68] in the modified Laird preconditioner for the scalar

Helmholtz’s equation. This analysis also shows why multigrid methods to solve the scalar Helmholtz

equation obtained from potential discretization of 2D Maxwells equation [158, 116],

(K + iωM)x = F, (2.205)

with K,M real-symmetric positive definite and ω ∈ R, work well. The complex shift acts as a shift

of the real-valued spectrum away from the real axis, adding imaginary components to the real-valued
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eigenvalues.

This analysis implies that for multigrid methods, solving the actual physical problem with

damping and radiation type boundary conditions is in fact easier to solve than the system without

any damping.
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Figure 2.33: Elasticity 2D multigrid convergence factor for linear elements, with shift and with no
shift ω = 0, γ(s) = 1, nwbd,s = 2, nwpml,s = 2
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Two grid convergence factor with linear PML absorbing profile γ(s) = s

The two grid convergence factors for bilinear elements with linear absorbing function profile

of γ(s) = s are also computed for the same parameters as the constant case. One obtains similar

results to the constant absorbing function profile case, with the exception that the behavior for

Gauss-Seidel is slightly better for larger values of β.
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Figure 2.34: Elasticity 2D multigrid convergence factor for linear elements, γ(s) = s, nwbd,s = 2,
nwpml,s = 2
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Two grid convergence factor: effect of nwpml and nwbd

Here the effect of the convergence factor with respect to the size of the domain nwbd,s and the

size of the PML nwpml,s is investigated.

The two grid convergence factors for bilinear elements with absorbing function profile of γ(s) = 1

are computed. For this two grid method, the number of nodes per shear wave on the coarse grid is

half of nnpw,s. For this 2D elasticity problem, the shear wave length λs is selected as the reference

wave length, since λv ≈ 1.8λs(ν = 0.3) and the wave length of the Rayleigh waves λrayleigh ≈ λs.

Adequate discretization of the shear wave will imply adequate discretization of the other types of

waves. On the other hand, for appropriate attenuation of waves propagating in the PML, one must

select the length of the PML in terms of λv.

4 cases are considered.

1. Figure 2.35 left : The number of nodes per shear wave nnpw,s = 24 and the number of shear

waves in the PML nwpml,s = 2 is fixed. The number of shear waves in the bounded domain

nwbd,s ∈ [0.5, 4] and β ∈ [0, 1] are varied.

2. Figure 2.35 right: The number of nodes per shear wave nnpw,s = 24 and the number of shear

waves in the bounded domain is fixed nwbd,s = 1. The number of shear waves in the PML

domain nwpml,s ∈ [0.5, 4] and β ∈ [0, 1] are varied.

3. Figure 2.36 left : β = 0.5 is fixed and the number of shear waves in the PML nwpml,s = 2 is

fixed. The number of shear waves in the bounded domain nwbd,s ∈ [0.5, 4] and the number of

nodes per shear wave nnpw,s is varied.

4. Figure 2.36 right : β = 0.5 is fixed and the number of shear waves in the bounded domain

nwbd,s = 2 is fixed. The number of shear waves in the PML nwpml,s ∈ [0.5, 4] and the number

of nodes per shear wave nnpw,s is varied.

The following observations can be made.



109

1. Figure 2.35: For this discretizaion of nnpw,s in this range of parameters, the convergence factor

is stable with respect to increase in the size of the bounded domain and the PML domain.

2. Figure 2.36 right: Given any discretization, the convergence factor increases as the bounded

domain is enlarged. (Slower convergence).

3. Figure 2.36 left: Given any discretization, the convergence factor is stable as the PML domain

is enlarged.

It is clear that the selection of nnpw,s = 24 was fine enough so that an increase in the size of the

domain was not affecting its convergence rate.

One can see from these results that for fast convergence, the bounded domain should be made

as small as possible and elongation of the PML domain for moderate β does not cause a problem in

terms of convergence. This can be explained qualitatively from an eigenvalue viewpoint. As the size

of the bounded domain is enlarged, the given shift ω moves more and more into the interior of the

spectrum, increasing the indefiniteness of the operator. The imaginary part of the eigenvalues close

to the shift ω also decreases relatively, which can cause problems with the reduction factor introduced

in Equation (2.204). As the size of the PML domain is increased, the ω may move into the interior of

the spectrum but the imaginary part of the eigenvalue does not decrease in magnitude, which does

not cause a problem with the reduction factor. Additionally, any new eigenvalues introduced that

are smaller than ω have large imaginary parts which again does not degrade the reduction factor.
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Figure 2.35: Elasticity 2D multigrid convergence factor for linear elements, γ(s) = 1, varying
nwbd,s = {1, 2}, fixing nwpml,s = 2, nnpw,s = 24,
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Figure 2.36: Elasticity 2D multigrid convergence factor for linear elements, γ(s) = s, nwbd,s = 2,
nwpml,s = 2
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Two grid convergence factor: higher order elements

In Section 2.2, it was observed that higher order elements lead to smaller reflection. Here the

two grid convergence factors of biquadratic and bicubic elements with an absorbing function profile

of γ(s) = 1 are computed. This absorbing function profile is selected for comparison with results

from bilinear elements presented in Figure 2.33. The parameters varied are the number of nodes per

shear wave nnpw,s ∈ [6, 24] and β ∈ [0, 1]. For this two grid method, the number of nodes per shear

wave on the coarse grid is half of nnpw,s. The number of shear waves in the bounded domain is set

to nwbd,s = 2 and the number of shear waves in the PML is set to nwpml,s = 2. For this 2D elasticity

problem, the shear wave length λs is selected as the reference wave length, since λv ≈ 1.8λs(ν = 0.3)

and the wave length of Rayleigh waves λrayleigh ≈ λs. Adequate discretization of the shear wave

will imply adequate discretization of the other types of waves. On the other hand, for appropriate

attenuation of waves propagating in the PML, one must select the length of the PML in terms of

λv .

1. Figure 2.37 left : biquadratic elements, ω = ωs, (nwbd,s, nwpml,s) = (2, 2)

2. Figure 2.37 right: biquadratic elements ω = 0, (nwbd,s, nwpml,s) = (2, 2)

3. Figure 2.38 left : bicubic elements ω = ωs, (nwbd,s, nwpml,s) = (2, 2)

4. Figure 2.38 right: bicubic elements ω = 0, (nwbd,s, nwpml,s) = (2, 2)

One observes that higher order elements lead to larger convergence factors, i.e. slower conver-

gence. This effect is not just due to indefiniteness or the application, since one can see degradation

in the convergence rate even for the symmetric positive definite case which corresponds to the β = 0

in the right side of Figures 2.37 and 2.38. The degradation in the Gauss-Seidel is slightly weaker

than the other smoothers. The advantage of the Chebyshev smoother is the ability to increase the

order for faster convergence rates.
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Figure 2.37: Elasticity 2D multigrid convergence factor for quadratic elements, with shift and with
no shift ω = 0, γ(s) = 1, nwbd,s = 2, nwpml,s = 2
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Figure 2.38: Elasticity 2D multigrid convergence factor for cubic elements, with shift and with no
shift ω = 0, γ(s) = 1, nwbd,s = 2, nwpml,s = 2
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3D scalar wave

Local Fourier Analysis

In this section the LFA of the 3D scalar wave equation is investigated. The effectiveness of

the Gauss-Seidel and Kaczmarz smoother on trilinear finite elements are investigated through the

method of LFA. Since LFA requires constant coefficients, only the constant absorbing function

profile γ(s) = 1 is considered. For smoothing, the problematic case arises when PML is applied in

one direction only, and thus only the case of constant PML in the x direction is considered. To

focus on the effect of β on the smoothing factor, ω is set to zero in K − ωM. The smoothing

factors µx,loc, µy,loc defined in Equation (2.129) and (2.130) with respect to varying β are shown in

Figure 2.39. The smoothing factor µ for Gauss-Seidel exceeds 1 at β = 0.7. This predicts failure of

the multigrid for such PML parameters. Contrary to this, the smoothing factor for Kaczmarz has

µ ≤ 1 for all β, confirming the unconditional convergence of the method. One does see though that

the smoothing factor is unacceptable for large β.
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Figure 2.39: Smoothing factor for 3D scalar wave equation with PML in the x direction for Gauss-
Seidel and Kaczmarz smoothers
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3D elastodynamic

Local Fourier Analysis

In this section the LFA of the 3D elastodynamic equation is investigated. The effectiveness

of the Gauss-Seidel and Kaczmarz smoother on trilinear finite elements are investigated through

the method of LFA. Since LFA requires constant coefficients, only the constant absorbing function

profile γ(s) = 1 is considered. For smoothing, the problematic case arises when PML is applied in

one direction only, and thus only the case of constant PML in the x direction is considered. To

focus on the effect of β on the smoothing factor, ω is set to zero in K−ωM. The smoothing factors

µx,loc, µy,loc defined in Equation (2.134) and (2.135) for x and y with respect to varying β of the two

smoothers are shown in Figure 2.40. The smoothing factor µ for Gauss-Seidel exceeds 1 at β = 0.7.

This predicts failure of the multigrid for such PML parameters. Contrary to this, the smoothing

factor for Kaczmarz has µ ≤ 1 for all β, confirming the unconditional convergence of the method.

One does see though that the smoothing factor is close to unity even for small β, i.e., the smoothing

will be quite slow.
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Figure 2.40: Smoothing factor for 3D elasticity wave equation with PML in the x direction for
Gauss-Seidel and Kaczmarz smoothers
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2.4 Quality factors via eigenvalue computation

In this section the quality factor Q is evaluated by computing the complex-valued frequencies

ω of the system. Q is obtained from the expression,

Q =
|ω|

2Im(ω)
. (2.206)

The complex-valued frequencies in turn are computed as eigenvalues of the generalized eigenvalue

problem,

Kx = ω2Mx, (2.207)

obtained from the numerical discretization of the mechanical system. Here, K is the stiffness matrix,

M is the mass matrix, and x is the corresponding eigenvector. Discretization by numerical methods

such as the finite element produce sparse matrices K,M for which sparse eigenvalue methods are

employed. In the application of computing Q, one is interested in only a few eigenvalues close to a

particular value, for which projection methods prove to be very effective. For clarity the eigenvalue

problem is restated as,

Ax = λBx . (2.208)

A and B are assumed nonsingular.

In projection methods [18], an approximation subspace V = span{V} spanned by the columns of

the matrix V is constructed from which an eigenvector approximate with corresponding eigenvalue

close to a desired value is extracted. Simultaneously, a test space W = span{W} spanned by

the columns of the matrix W is constructed. The eigenvector approximate x ∈ V and eigenvalue

approximate θ are enforced to obey the condition,

(A− θB)x⊥W . (2.209)

Since vectors in V can be represented as Vy, where y is a vector of the same size as the number of
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columns in V, one can alternatively state the problem as computing the pair (y, θ) that satisfy,

W∗ (A− θB)Vy = 0

W∗AVy = θW∗BVy . (2.210)

When V andW are equal this is called a Galerkin projection, and when they are different, a Petrov-

Galerkin projection.

The most widely used and developed projection subspace for eigenvalue extraction is the Krylov

subspace. Given an operator A and initial vector v, the k-th Krylov subspace is defined as,

Kk(A,v) = span{v,Av,A2v, . . . ,Ak−1v} . (2.211)

This Krylov subspace has the character of approximating eigenvectors that correspond to eigenvalues

on the exterior of the spectrum of the operator A. For the generalized eigenvalue problem, several

different Krylov subspaces can be constructed, each approximating different parts of the spectrum

better.

1. Kk(B−1A,v): For exterior eigenvalues of the pencil (A,B),

2. Kk(A−1B,v): For eigenvalues of the pencil (A,B) close to 0,

3. Kk((A− σB)−1B,v): For interior eigenvalues of the pencil (A,B) close to σ.

The 3rd constructed subspace referred to as ”shift-and-invert”, in which a spectral transformation

has been applied to the pencil (A,B),

(A− σB)−1Bx =
1

λ− σx , (2.212)

is most effective for computing interior eigenvalues of the spectrum. The only drawback of such a

transformation is that the inverse of the operator A−σB must be computed and a linear system of

equations,

(A− σB)vk+1 = vk (2.213)
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must be solved for the new Krylov vector vk+1. In the case that the matrices are not too large

(order of up to a million), a direct solve through an LU factorization is feasible in terms of time and

memory, and thus accurate applications of the inverse operator are possible. When the matrices are

very large (more than millions), LU factorizations are no longer tractable. An alternative to a direct

solve is to iteratively solve the linear system. This takes considerably less memory than direct solves,

but the drawback is the accuracy attainable. The termination of an iterative method for solving

Ax = b is often measured by the size of the relative residual define as ||Ax̂ − b||/||b||, where x̂ is

the current approximate solution. The number of iterations required for high accuracy is usually

very large making it unfeasible. Thus one must be satisfied with a relative residual of approximately

10−6 − 10−10. This can cause problems for Krylov methods, since the space constructed through

such iterations is no longer an exact Krylov subspace. In such case, one must work with a modified

definition of the Krylov subspace to include the inexactness [18].

Ideally one would like to obtain a good approximation for interior eigenvalues that monotonically

converges to the exact eigenvalues as the Krylov subspace is expanded, without conducting a “shift-

and-invert” since this is costly. Extraction of interior eigenvalues from the 1st subspace is possible,

but one does not obtain monotonic convergence for these values. A better approximation for interior

eigenvalues can be obtained from the Harmonic-Ritz values [149] which arise from a Petrov-Galerkin

projection. The test space W is defined as AV , and the eigenvector approximate x ∈ V and

eigenvalue θ̂ are sought under the Petrov-Galerkin condition,

(
Ax − θ̂x

)
⊥W (2.214)

which can be restated as computing the pair (y, θ) that satisfy,

W∗
(
A− θ̂I

)
Vy = 0

W∗AVy = θ̂W∗Vy

W∗Wy = θ̂W∗A−1Wy . (2.215)

The eigenvector approximate x = Vy is called the Harmonic-Ritz vector and θ̂ the Harmonic-Ritz
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value. By constructing W to be orthonormal, the relationship,

W∗A−1Wy =
1

θ̂
y, (2.216)

is obtained. Thus one observes that the Petrov-Galerkin projection can be interpreted as a Galerkin

projection of A−1 under the subspace W. Thus the Harmonic-Ritz values are interpreted as the

reciprocal of the eigenvalue approximates of A−1. Since the Galerkin projection approximates

eigenvalues on the exterior of the spectrum well, eigenvectors with small θ̂ are represented more

accurately. This method can also be applied to the generalized eigenvalue problem with a shift.

Construct the test space as W = (A− σB)V. Then project such that,

W∗ (A− σB) Vy = (λ− σ)W∗Vy

W∗Wy = (λ− σ)W∗ (A− σB)
−1

Wy

1

(λ− σ)
W∗Wy = W∗ (A− σB)

−1
Wy . (2.217)

By computing the eigenvalues of this reduced generalized eigenvalue problem, one can obtain better

estimates for interior eigenvalues and corresponding eigenvectors. For the symmetric pencil, one can

observe monotonic convergence of the interior eigenvalues. It must be noted that since the projection

space is not as good as the shift-and-invert case, fast convergence equivalent to the shift-and-invert

case cannot be expected.

Another type of projection subspace other than the Krylov subspace, which does not have the re-

quirement of highly accurate solves, can be constructed based on the Jacobi-Davidson method [167].

This method can be considered a pseudo-Newton type of method for obtaining eigenvalues and eigen-

vectors. A correction is computed at each step to update the current eigenvalue and eigenvector

estimate. This method can be combined with the Harmonic-Ritz value eigenvalue extraction to com-

pute the eigenvalues of the generalized eigenvalue problem in the Jacobi-Davidson QZ method [74].

In order to compute the quality factor Q of the system from the generalized eigenvalue problem,

one must first understand what PML parameters are appropriate to obtain a physically accurate

approximation. In Section 2.2, the relation between desired reflection and PML parameter selection
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was identified. Here the relation between the desired accuracy in Q and PML parameters is presented

for a 1D problem, which lead to heuristics for parameter selection in the general case. With such

heuristics at hand, an overview of the Jacobi-Davidson QZ algorithm is given, with details regarding

our implementation.

2.4.1 Effect of perfectly matched layers on eigenvalue accuracy

Lb Lp

ur

x

Elastic domain PML domain

Figure 2.41: Mass-spring system attached to elastic and PML domain

The following 1D model is used to study the effect of the PML parameters on the accuracy of

the quality factor Q computed for the system. A schematic of the model is shown in Figure 2.41.

The model consists of a mass-spring system attached to a continuum 1D elastic bounded domain

terminated with a PML. This system can be interpreted as a resonator (mass-spring system) situated

on top of the infinite substrate (1D elastic domain with PML termination). The governing equations

of the system are,

ρ
∂2u

∂t2
−E∂

2u

∂x2
= 0, (2.218)

mr
∂2ur
∂t2

+ kr {ur − u(t, 0)} = 0, (2.219)

with the interface condition for force balance,

kr {ur − u(t, 0)} = −E∂u
∂x

(t, 0), (2.220)

where ρ is the density per length with dimensions [M/L], E is the stiffness with dimensions [ML/T2],
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mr is the resonator mass, and kr is the resonator stiffness. Non-dimensionalization of these equations

with the dimensional parameters,

[T ] :=
2π√
kr/mr

, (2.221)

[L] := 2π

√
E/ρ√
kr/mr

, (2.222)

[M ] := ρ [L] , (2.223)

lead to,

∂2ũ

∂t̃2
− ∂2ũ

∂x̃2
= 0, (2.224)

∂2ũr

∂t̃2
+ (2π)2 {ũr − ũ(t, 0)} = 0, (2.225)

with the interface condition,

2πα
{
ũr − ũ(t̃, 0)

}
= −∂ũ

∂x̃
(t, 0), (2.226)

where,

α :=

√
mrkr√
ρE

, (2.227)

is the impedance which defines the degree of coupling between the mass-spring system and the

substrate. The tilde denotes the non-dimensionalized quantities. With an abuse of notation, the

tildes defining the non-dimensionalization are dropped. Under time-harmonic assumptions,

ur(t, x) = ûr exp(iΩt), (2.228)

u(t, x) = û exp(iΩt), (2.229)

where,

Ω := 2π
ω√
kr/mr

(2.230)
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is the non-dimensionalized frequency, the equations become,

Ω2û+
dû

dx2
= 0, (2.231)

−Ω2ûr + (2π)2 {ûr − û(t, 0)} = 0, (2.232)

(2.233)

with the interface condition,

2πα {ûr − û(0)} = −∂û
∂x

(0). (2.234)

(2.235)

Solving Equation (2.231), and restricting the solution to only those that are outgoing yields,

û = cout exp(−iΩx). (2.236)

(2.237)

Expressions for the eigenvalue and Q

By combining Equations (2.232), (2.234), and (2.236), one obtains a 1D eigenvalue problem for

Ω,

Ω

[(
Ω

2π

)2

− (2παi)

(
Ω

2π

)
− 1

]
cout = 0, (2.238)

which yields,

Ω

2π
= 0, παi±

√
1− (πα)2. (2.239)

παi +
√

1− (πα)2 denotes the eigenvalue corresponding to the right traveling wave. When the

resonator is vibrating, the mode of vibration which leads to energy loss from the resonator is this

right traveling wave mode, and thus the quality factor Q corresponding to this eigenvalue is of

interest,

Q =
1

2πα
. (2.240)
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A closed form analytical expression for the complex-eigenvalue and corresponding Q has been ob-

tained for the system. With this expression, the behavior of the eigenvalue and Q convergence with

respect to PML parameters can be studied by comparing the computed numerical values with the

exact analytical values.

Error bound for the quality factor Q

Before moving onto the numerical computation of the quality factor Q for different PML pa-

rameters, an error bound for Q, is derived in terms of error in the eigenvalue. Assume,

ωe = ωr + iωi, (2.241)

Qe =
|ωe|

2Im(ωe)
, (2.242)

ω = ωr(1 + εr) + iωi(1 + εi), (2.243)

Q =
|ω|

2Im(ω)
, (2.244)

where ωe is the exact eigenvalue and ω is the computed eigenvalue with relative error of εr in the

real and εi in the imaginary part. By defining ν := ωi

ωr
= 1√

4Q2
e−1

, one has,

Q

Qe
=

1 + εr
1 + εi

√

1 + ν2

(
1 + εi
1 + εr

)2

(2.245)

≤ 1 + εr
1 + εi

[
1 +

1

2
ν2

(
1 + εi
1 + εr

)2
]
. (2.246)

With the additional assumption that |εi| > |εr|, which is valid when one has ν < 1, one obtains

∣∣∣∣
Q−Qe
Qe

∣∣∣∣ ≤ 2|εi|+
1

2
ν2(1 + 2|εi|) (2.247)

≤ 2|εi|+
1

2

1

4Q2
e − 1

(1 + 2|εi|). (2.248)

When ν is small, i.e., a large Qe, the accuracy of Q is determined by the accuracy of the imaginary

part. On the other hand when high accuracy is obtained in the imaginary part, the quality factor

error is governed by Qe. This implies that the numerically accuracy to which the quality factor can

be computed is bounded by its own magnitude. These observations are confirmed in the following

numerical simulations.
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Numerical simulations

The relative error of Q, as well as the energy dissipation error Erelerr, relative error in the wave

number krelerr, and relative error in the eigenvalue is computed for 4 different cases. The absorbing

function profile γ(s) = s, β = 1, and α = 1 × 10−3, are the same for all cases. The first two

cases correspond to the case where one fixes the size of the domain of computation and successively

increase the discretization of the mesh to decrease the interface reflection and obtain smaller total

reflection. The latter two cases correspond to the case where one fixes the size of the bounded

domain and discretization, and increasingly extends the size of the PML domain to decrease both

end termination reflection and interface reflection, for smaller total reflection.

1. Figure 2.42: Linear elements. Vary the number of nodes per wave nnpw ∈ [6, 96] for two cases

of number of waves in the PML nwpml = {0., 6.5}.

2. Figure 2.43 Cubic elements. Vary the number of nodes per wave nnpw ∈ [6, 96] for two cases

of number of waves in the PML nwpml = {0., 6.5}.

3. Figure 2.44 Linear elements. nnpw = 96. Vary the number of waves in the PML nwpml ∈ [0, 4].

4. Figure 2.45 Cubic elements. nnpw = 96. Vary the number of waves in the PML nwpml ∈ [0, 4].

The following observations can be made for all cases.

• The relative error in Q, the energy dissipation error Erelerr, and the relative error in the

imaginary part of the eigenvalue ωi,relerr is bounded below by the discretization error krelerr.

• The error in Q is always bounded from below by 1
2ν

2.

• The error in Q is always bounded from below by the energy dissipation error Erelerr.

• The relative error in Q coincides with the energy dissipation error Erelerr and the relative error

in the imaginary part of the eigenvalue ωi,relerr, until it is bounded below by 1
2ν

2. This is

understandable since Q ≈ Edissipated ≈ ωi.
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• The rate at which the relative error of the eigenvalue ω and its real and imaginary parts

decrease is the same.

For each case the following comments can be made.

1. Figure 2.42: For the case nwpml = 0.5, the relative error in Q is bounded by the energy

dissipation error Erelerr. The energy dissipation error cannot decrease with finer discretization

due to the end termination reflection for β = 1 which is approximately 10−1.

For the case nwpml = 6.5, the end termination reflection for β = 1 is fairly small, such that

the energy dissipation error is bounded by the discretization error. Thus the relative error in

Q is bounded by the discretization error.

2. Figure 2.43 For the case nwpml = 0.5, the situation is analogous to the linear element case.

For the case nwpml = 6.5, the end termination reflection is sufficiently small. The discretization

error can be made sufficiently small, such that the relative error in Q is bounded by 1
2ν

2.

3. Figure 2.44 As the PML domain is extended, the relative error in Q decreases to the point

that it is bounded by the discretization error.

4. Figure 2.45 In this case the discretization error is smaller than 1
2ν

2, such that the relative error

in Q decreases to the point that it is bounded by this value.

These observations and comments lead to the following heuristics for PML parameter selection

and Q evaluation.

• Given a desired relative accuracy in Q, select the PML parameters which give the same relative

error in the energy or reflection using the heuristics developed in Section 2.2. Compute the

eigenvalue for finer discretization until convergence in the desired relative accuracy in Q is

obtained.
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Figure 2.42: Relative error of Q,E, k, ω, ωr, ωi with respect to varying number of nodes per wave
nnpw, keeping parameters [linear elements, γ(s) = s, β = 1, α = 1× 10−3] constant.
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Figure 2.43: Relative error of Q,E, k, ω, ωr, ωi with respect to varying number of nodes per wave
nnpw, keeping parameters [cubic elements, γ(s) = s, β = 1, α = 1× 10−3] constant.
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Figure 2.44: Relative error of Q,E, k, ω, ωr, ωi with respect to varying length of the pml nwpml,
keeping parameters [linear elements, γ(s) = s, β = 1, α = 1× 10−3] constant.
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Figure 2.45: Relative error of Q,E, k, ω, ωr, ωi with respect to varying length of the pml nwpml,
keeping parameters [cubic elements, γ(s) = s, β = 1, α = 1× 10−3] constant.
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2.4.2 Jacobi-Davidson QZ combined with geometric multigrid

Constructing a Krylov subspace by shift-and-invert with a specific σ rich in eigenvector ap-

proximates with corresponding eigenvalues close to σ can be costly. This is due to the requirement

for highly accurate linear solves for a large system of equations. An alternative type of projection

subspace can be constructed by the Jacobi-Davidson method. This method can be interpreted as a

pseudo-Newton type of method for obtaining eigenvalues and eigenvectors. A correction is computed

at each step to update the current eigenvalue and eigenvector approximate. The Jacobi-Davidson

QZ method, a variant of the Jacobi-Davidson tailored for the generalized eigenvalue proceeds as

follows.

For the generalized eigenvalue problem presented in Equation (2.208), assume that one has an

approximation subspace V, and test subspace W. Let the triplet (θ,q,p) be the Petrov value, right

Petrov vector, and the left Petrov vector, extracted from V and W, with θ close to the desired

eigenvalue of σ. The relationship between the triplet is,

(A− θB) q ⊥W, (A− θB)
∗
p ⊥ V, p∗Aq = θp∗Bq. (2.249)

Essentially (θ,q) is the eigenvalue, eigenvector approximate with residual,

r := (A− θB)q. (2.250)

With these approximates one would like to find an update t ⊥ q, such that q + t is the eigenvector

corresponding to σ,

(A− σB) (q + t) = 0. (2.251)

This equation can be written equivalently in terms of projections orthogonal to p,

⇔





pp∗ (A− σB) (q + t) = 0

(I− pp∗) (A− σB) (q + t) = 0

, (2.252)

⇔





σ =
p∗A(q + t)

p∗B(q + t)

(I− pp∗) (A− σB) t = − (I− pp∗) (A− σB) q

. (2.253)
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These equations are nonlinear when the exact eigenvalue σ is unknown, and σ is approximated by

the Petrov value θ, yielding the “correction equations”,

(I− pp∗) (A− θB) (I− qq∗) t = −r. (2.254)

The projection in front of t is inserted from the condition t = (I−qq∗)t. If this correction equation

is solved exactly, locally superlinear convergence is attainable [165]. The method can progress even

in the case of moderate accuracy, which allows the use of iterative methods for large systems.

Once this correction equation is solved for t, the approximation subspace is expanded by ap-

pending t, and the test subspace is expanded by appending a linear combination of At and Bt. To

incorporate Harmonic-Ritz value approximation for interior eigenvalues close to σ0, the test subspace

is constructed as W = (A− σ0B)V, and the appended vector is (A− σ0B)t.

To summarize, at each step an approximate Petrov triplet is computed by solving the projected

generalized eigenvalue problem for the pencil (W∗AV,W∗BV) with approximation subspace V

and test subspace W. Then the correction equation is solved for the update t. This correction t is

appended to V, and (A− σ0B)t is appended to W, for Harmonic-Ritz approximation close to σ0.

Preconditioning and the correction equation

In one step of the Jacobi-Davidson QZ method, a correction equation must be solved. The

application of iterative methods is ideal, since one can select the accuracy of the computed solution,

trading time for less accuracy and more efficiency.

For the application of PML, the linear system is complex-symmetric and requires iterative

solvers for general linear systems. BICGSTAB and other solvers may also be applicable for complex-

symmetric systems, but here we restrict our study to GMRES. Iterative methods must be combined

with efficient preconditioners for fast convergence. The application of a preconditioner P for Â :=

(I− pp∗) (A− θB) (I− qq∗) , in solving the correction equations require special treatment, such
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that the projected version,

P̂ := (I− pp∗)P (I− qq∗) , (2.255)

must be used. In the Krylov iterative method for the correction method, the operation,

P̂−1Âvk = vk+1 (2.256)

⇔ vk+1 =
[
I−P−1p

(
q∗P−1p

)−1
q∗
]
P−1Avk, (2.257)

is required to obtain the new vector.

Among the many types of preconditioners available, the geometric multigrid method presented

in Section 2.3 is employed. It has been stated in the section on multigrid, that non-stationary

smoothers are avoided in connection with the Jacobi-Davidson eigenvalue method. The reason for

such a choice lies in the application of the preconditioner as is presented in Equation (2.257). Non-

stationary methods have different behavior depending on the application vector, implying that the

effect in P−1p and P−1Avk is different. For solution of linear systems, such non-stationary behavior

of the preconditioner can be dealt with by methods such as FGMRES. The usage of FGMRES in

combination with multigrid non-stationary smoothers for solution of the correction equations in the

JDQZ method has been observed to lead to delayed or non-convergent behavior in the outer JDQZ

iteration.

Remark: The non-convergent behavior of non-stationary smoothers for multigrid preconditioning

of the Jacobi-Davidson correction equations is due to the non-trivial interaction between the inner

and outer iterations of Krylov and the Jacobi-Davidson eigenvalue iteration.

Geometric multigrid for initial vector approximations

The computation of eigenvalues is a nonlinear process, with convergence to the eigenvalue

depending strongly on the quality of the initial approximation subspace V and test subspace W. If

one lacks information of a good initial direction, the random vector is used to initiate the construction

of V and corresponding W.
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For the use of the geometric multigrid preconditioner, a hierarchy of meshes, i.e., approxima-

tions, are constructed for projection. One can utilize these grids to compute eigenvalue and eigen-

vector approximations on coarse grids (λc,vc), and use the eigenvalue λc as σ0, and the eigenvector

combined with the prolongation operators to compute the initial vector approximates, vf,init = Pvc.

This multilevel method can be helpful, since one can identify the desired modes on a coarser mesh

which requires less time for computation of modes, and use these modes to guide the finer more

expensive and time-consuming computations. The acceleration of this initial vector construction is

presented in the numerical examples in Section 5.3.2.
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2.5 Conclusion

In this chapter, the components necessary to evaluate the quality factor Q of high-frequency

MEMS resonators with anchor loss through an eigenvalue computation are presented.

Anchor loss is simulated by terminating the computational domain boundary with Perfectly

Matched Layers (PML), which numerically models the radiation boundary condition. All waves

outgoing from the computational domain and propagating into the PML are absorbed with zero

impedance mismatch at the interface. Unfortunately, this zero impedance property holds true only

for the continuous case. Under numerical discretization, reflection can occur with magnitude depend-

ing on the discretization of the propagating wave (nnpw, number of points per wave), and selection of

the PML absorbing function. The PML absorbing function can be characterized by two components.

The value of the function at the end of the PML defined as β, and the length of the PML in units of

wave length defined as nnwpml. Unless the correct combination of these parameters are selected, the

results obtained from the numerical simulation may not be accurate. This is due to insufficient wave

absorption in the PML leading to end termination reflection or excessive discretized wave interface

reflection at the PML interface. Additionally, the size of nnwpml can directly affect the size of the

linear system of equations that one must solve for, i.e., computational expense. Thus one would like

to find an optimal combination of parameters that balances these contributions to yield results of

desired accuracy with least computational time. In Section 2.2 of this chapter, we develop a method

by which one can attain this combination of parameters for a 1D scalar wave problem. An explicit

functional form for contours of constant discretized wave interface reflection is formulated based on

observations from numerical simulations. The intersection between this curve and the contour of

constant end termination reflection yield the combination (β, nwpml which gives the shortest PML

possible, given a wave discretization nnpw and desired accuracy. Since this is the shortest PML pos-

sible for the desired accuracy, it minimizes the size of the linear system that must be solved, and thus

minimizes time. Since the optimal parameters are presented in the non-dimensional form of number
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of waves in the PML nwpml and the end value of the absorbing function profile β, it is amenable to

any length scale. The heuristics developed for the 1D problem are confirmed in higher-dimensional

and vector-valued problems.

The quality factor Q of the mechanical system with PML applied can be computed through

an eigenvalue computation. As it will be shown in the numerical simulations of disk resonators in

Section 5.3, fine discretization can be required to fully resolve the energy dissipation mechanism

arising from anchor loss modeled by PML. Thus in the case of 3D simulations, one may be forced to

solve eigenvalue problems of size on the order of millions. This is not a trivial task due to the shear

size, and with the addition of PML, which makes the matrices involved complex-valued symmetric.

In order to compute the eigenvalues, we have developed a method based on the combination of

the Jacobi-Davidson QZ eigensolver with a geometric multigrid preconditioned GMRES to solve

the correction equation. Since the geometric multigrid method has been developed for solving real

symmetric positive definite systems arising from the discretization of elliptic problems, its application

to complex-valued symmetric problems is not clear. In Section 2.3 of this chapter, we have developed

a geometric multigrid with smoother and prolongation operator components which are scalable

and applicable to the complex-valued symmetric system arising from the application of PML. The

Gauss-Seidel and Chebyshev smoothers have been shown to be work well under a restriction on

the selectable β value. In order to apply the Chebyshev smoother, a Lemma has been proven to

estimate the parameters of the smoother based on the complex-valued symmetric property of the

system matrices. The prolongation operators are constructed purely geometrically with superblocks

that allow scalability in their construction. The geometric multigrid method that has been developed

has a restriction on the selectable β value, but as it is shown in the disk resonators examples in

Section 5.3, this does not prohibit the analysis for the class of high-frequency MEMS resonators

vibrating at frequencies above hundreds of MHz.

In order to understand how this restriction on β can affect the accuracy of the computed quality

factor, a 1D scalar wave example is studied in Section 2.4 under this context. Numerical results
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reveal that β only has to be large enough to obtain a discretized wave reflection on the same order

of accuracy as is desired in the quality factor Q, i.e., for a desired Q accuracy of n digits, PML

parameters for obtaining reflection of 10−n should be chosen.

The numerical examples presented in Chapter 5 will confirm the applicability and scalability

of our method on 3D discretization of disk resonators with millions of degrees of freedom. Sensi-

tivity with respect to post misalignment for these structures which can only be observed with 3D

simulations are presented using our method.
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Chapter 3

Thermoelastic damping

3.1 Introduction

Thermoelastic damping is an intrinsic energy loss mechanism which arises from the coupling of

the mechanical domain with the thermal domain. The phenomenon, if treated at the atomic scale,

involves the treatment of thermal phonons, which are quantized lattice vibrations of the crystal, and

their equilibration process [129, 148]. When the mean free path of the phonons lT is much smaller

than the characteristic length scale L of the system, i.e., the diffusive regime (lT � L), the thermal

phonons scatter often and can be treated as a gas. This allows us to define a local temperature T

and to treat the phenomenon at the continuum level, where the complicated interactions between

the mechanical and thermal domains are captured by a single parameter, the material’s linear

coefficient of thermal expansion αT . Local stress fluctuations induce local strain variations, which

create local temperature gradients. These are compensated by irreversible heat flow, leading to

energy dissipation. This mechanism is called thermoelastic damping.

The first widely accepted theoretical work on thermoelastic damping was conducted by Zener in

1937 [200]. In a series of papers, he analyzes and presents a closed form algebraic expression of Q for

an isotropic homogeneous beam vibrating in a flexural mode using the coupled thermomechanical
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equations and Euler-Bernoulli beam theory. In 2000, Lifshitz and Roukes re-examined Zener’s

theory to obtain an exact solution to Zener’s problem, different from Zener who assumed a series

expansion of the solution. [130]. Zener’s formula has been verified by multiple experiments (see

for example [159]) to yield good results. Because of this success, extensions of Zener’s theory have

been attempted in order to account for polycrystalline material [168] and beam-like geometries [2],

though in each case the theory has not been fully verified. What is consistent in both theoretical

and experimental work is that only beam-like geometries have been examined. This restriction

clearly arises from the inability to obtain closed form solutions for complex geometrical and material

devices.

To increase the class of devices that can be analyzed, a numerical method based on finite

element analysis (FEA) which directly treats the governing coupled partial differential equations

can be employed to evaluate thermoelastic damping and its effect on Q [83, 121, 199, 66]. The

FEA approach is often computationally expensive due to the fine discretization that is required for

accurate values. To circumvent this expense, we propose a reduced order model technique which

reduces the size of the system, but maintains accuracy in evaluating the transfer function of the

system. The method is based on Krylov subspace projection methods [63, 19, 20, 17], with structure

preservation [124] for additional accuracy. By exploiting the structure of the equations, for symmetric

mechanical forcing and sensing we obtain a doubling of matched moments in the transfer function

with the same number of second-order Krylov subspace iterations [20]. This leads to a more efficient

method for evaluating Q from the transfer function.

We begin with a review of the coupled infinitesimal thermoelastic equations, and their non-

dimensionalized form. This will reveal the underlying structure of the equations, which is directly

inherited by the finite element discretized system of equations. This structure is exploited in the

structure preserving reduced order model. A theorem related with the accuracy of the model reduc-

tion method follows.
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3.2 Linear thermoelasticity

Thermoelastic damping at the continuum level can be modeled by the coupled thermoelastic

equations, which consist of the balance of linear and angular momentum for the mechanical domain,

and the two thermodynamics principles. Body forces will be neglected, since they scale as length

cubed and are negligible at the MEMS scale. Heat sources will also be neglected, since they do

not arise in resonators. For reasonable generality, we assume that the material model has cubic

symmetry, which results in a scalar linear thermal expansion coefficient and thermal conductivity.

The cubic crystal assumption incorporates modeling both single crystal silicon a cubic crystal and

polysilicon an isotropic material, which are two typical MEMS materials. The linear elastic behavior

of the two materials and small deformations that occur in the resonators justify the use of a linear

constitutive model and infinitesimal kinematics. Due to the weak coupling between the mechanical

and thermal domain, the temperature fluctuations resulting from the deformation will also be small,

which justifies linearizing the temperature around the ambient operating temperature. Addition-

ally, since we assume small temperature fluctuations, the heat capacity at constant volume will be

assumed constant.

3.2.1 Review of the balance equations

The equations governing linear thermoelasticity are well known, and are derived from the bal-

ance of linear and angular momentum,

div σ = ρ ü (3.1)

σT = σ (3.2)

and the energy equality and entropy inequality,

ρ ė = −div h + σ : ε̇ (3.3)

ρ η̇ ≥ −div h

T
+

1

T 2
gradT · h . (3.4)
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Here, u is the displacement field, σ is the stress tensor, ε is the infinitesimal strain tensor, ρ is the

density, e is the internal energy per unit mass, η is the entropy per unit mass, h is the heat flux, and

T is the absolute temperature. From the Clausius-Duhem inequality and Legendre transform of the

internal energy e to Helmholtz’s free energy ψ, the two principles of thermodynamics are combined

into the form,

ρcvṪ = −div h + ρT
∂2ψ

∂T∂ε
: ε̇ , (3.5)

where the heat capacity at constant volume has been defined as cv = − ∂2ψ
∂T 2 T . From the last term

in Equation (3.5), it is apparent that the equation is nonlinear. Because of our assumption of small

temperature fluctuations, we decompose the temperature as:

T = T0 + θ (3.6)

where T0 is a reference temperature and θ is the temperature fluctuation. The energy balance (3.5) is

then simultaneously linearized with respect to θ and the displacement field. Throughout, we assume

linearized kinematics,

ε(u) =

(
∂u

∂x

)s
, (3.7)

and Fourier’s law for the heat flux,

h = −κT∇θ , (3.8)

where κT is the thermal conductivity. This results in two coupled governing equations for cubic

linear thermoelasticity:

ρü = ∇ · [C : ε] −3καT∇θ

ρcv θ̇ = κT∇
2θ −3καTT0tr (ε̇) .

(3.9)

Here, we have assumed a Helmholtz Free energy of the form,

ψ =
1

2ρ
(ε− αT1θ) : C : (ε− αT1θ) , (3.10)
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which implies,

σ = ρ
∂ψ

∂ε
= C : (ε− αT1θ)

= C : ε− 3καT1θ , (3.11)

where C is the elasticity tensor, αT is the linear coefficient of thermal expansion, κ is the bulk

modulus. The second term on the right hand side of the two equations in (3.9) represent the coupling

between the equations. The term coupling the thermal variable into the mechanical domain results

from the usual assumption that thermal strains are linearly related to temperature fluctuations.

The other term coupling the mechanical variable into the thermal domain can easily be interpreted

in analogy to the thermodynamics of gases, where the volumetric strain rate tr (ε̇) corresponds to

the volumetric rate of expansion of a gas. We know that when a gas expands adiabatically the

temperature decreases, and vice versa, which is observed in the equation above.

3.2.2 Dimensional analysis of the governing equations

A dimensional analysis of the governing equations is useful in evaluating the effect of material

parameters on the equations. The parameters governing the problem and values used to evaluate

the non-dimensionalized coefficients are summarized in Table 3.1, where values appropriate for

polysilicon have been selected. The characteristic values for non-dimensionalization of length, time,

Table 3.1: Governing parameters and polysilicon material parameters [168]

Domain Parameter Value
Length L 1× 10−6 [m]

Mechanical Young’s Modulus E 150.0 [GPa]
parameter Poisson’s Ratio ν 0.226 [-]

Density ρ 2330.0 [kg/m3]
Thermal Expansion Coeff. aT 2.6× 10−6 [1/K]

Thermal Thermal Capacity at Const. Pressure cp 712.0 [J/kg/K]
parameter Thermal Conductivity κT 30.0 [W/m/K]

Referential Temperature T0 293.15 [K]

and mass can be chosen intuitively as follows.



142

Characteristic length :LD = L

Characteristic time :TD = LD/c (c =
√
E/ρ)

Characteristic mass :MD = ρL3
D

The characteristic value for temperature ΘD is left to be determined from the analysis. The non-

dimensionalized form of the governing Equations (3.9) becomes,

¨̃u = ∇̃ ·
[
C̃ : ε̃

]
−ξ1∇̃θ̃

˙̃
θ = ξ2∇̃

2
θ̃ −ξ3 ˙̃ε

(3.12)

where the tildes represent the non-dimensionalized quantities. The dimensionless parameters are,

ξ1 = αTΘD , ξ2 =
κT
ρcv

LD
TD

, ξ3 =
3αTκTD

cv

T0

ΘD
, C̃ =

1

E
C . (3.13)

The choice of ξ3 = 1 presents us with a convenient choice for ΘD.

ΘD =
3αTκTD

cv
T0 . (3.14)

Using the material properties in Table 3.1, the coupling coefficients become:

ξ1 = 4.6× 10−7 , ξ2 = 1.1× 10−8 , ξ3 = 1 . (3.15)

For typical MEMS problems, it is clear that both ξ1 and ξ2 are small. ξ1 << 1 implies weak coupling

of the thermal variable into the mechanical domain, that the response is almost purely mechanical.

The situation for the thermal domain is significantly different. The combination of ξ2 << 1 and

ξ3 = 1 implies a strong coupling of the mechanical variable into the thermal domain, that thermal

response is mainly driven by the mechanical motion.

3.2.3 Finite Element Discretization

The finite element method is employed to discretize and numerically solve the linear thermoe-

lastic Equations (3.12). The non-dimensionalized form of the governing equations has been selected,

for their simplicity and usefulness in observing the weak coupling between the domains. With an
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abuse of notation, the tilde’s which represent the normalization are dropped for clarity. ξ3 is also

omitted, since we have chosen the characteristic temperature to render this quantity unity. The

governing equations in weak form are,
∫

Ω

ü ·wdΩ +

∫

Ω

σ : ε(w)dΩ =

∫

Γ

(σ · n) ·wdΓ
∫

Ω

θ̇δθ dΩ + ξ2

∫

Ω

∇δθ ·∇θdΩ +

∫

Ω

ε̇ : (C : 1) δθ dΩ =

∫

Γ

(∇θ) · n δθ dΩ

, (3.16)

where we have multiplied each equation by admissible test functions w and δθ respectively, integrated

over the whole body Ω, and conducted an integration by parts. Here we are assuming a constitutive

relation of the form,

σ = C : ε− ξ1θ1 . (3.17)

The element matrices take the form,

me =




∫
Ω

NT
2 N2 dΩ 0

0 0




de =




0 0

∫
Ω

NT
1 qTB2 dΩ

∫
Ω

NT
1 N1 dΩ


 (3.18)

ke =




∫
Ω BT

2 CB2 dΩ −ξ1
∫
Ω BT

2 qN1 dΩ

0 ξ2
∫
Ω

B1
TB1 dΩ


 ,

where N1,N2 are the interpolation functions for the scalar and vector valued problem, B1,B2 are

the discrete gradient operator for the scalar and vector valued problem, C is the matrix of material

parameters, and q is the thermal stiffness matrix. The globally assembled system of equations

inherits the matrix structure of each element, giving rise to the following global system:


Muu 0

0 0







ü

θ̈


+




0 0

Dtu Dtt







u̇

θ̇


+



Kuu ξ1Kut

0 ξ2Ktt







u

θ


 =




Fu

Ft


 . (3.19)

In more compact form, we have

Mz̈ + Dż + Kz = F . (3.20)

The matrices have the following unique structure:
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1. The mass matrix M and damping matrix D are rank deficient, and damping and stiffness

matrices D,K are unsymmetric. This is completely different from the purely mechanical

problem, where M,K are symmetric positive definite.

2. The submatrices Muu,Dtt,Kuu,Ktt are symmetric positive definite, since they correspond to

system matrices obtained from the purely mechanical or thermal problem.

3. The submatrices representing the thermoelastic coupling are related to one another by

Dtu = −KT
ut . (3.21)

4. The weak coupling of the thermal variable into the mechanical domain is inherited in the

discretized system by the coefficient ξ1 << 1.

5. In what is to follow, these equations are utilized by proportionally driving F in steady os-

cillation and the proportionally sensing z. This naturally leads to the notion of evaluating a

transfer function. Section 3.3 discusses an efficient means to do this by exploiting the structure

of the equations.

3.3 Reduced order modeling

Finite element discretization of partial differential equations often results in large size N linear

systems of equations, when an accurate solution is sought. For a linear static problem, this may

not be of utmost importance, since only one solve is required. But in a steady state linear dynamic

problem for computing a transfer function, this does make a difference, because the system of

equations must be solved repeatedly for each data point in the transfer function. To reduce the time

and computational effort of each solve, model reduction techniques have been developed to project

the large size N solution space of the original system onto a size n subspace of solutions, where

n << N , producing a substantially smaller system of equations to solve.
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Here, we extend a technique based on second order Krylov subspaces, proposed by Bai and

Su [20, 19], to match the moments of the second order transfer function for the reduced system with

that of the original full system. It is highly advantageous to directly treat the second order form

compared to converting to first order form, since there is no need to double the number of variables,

which is computationally expensive.

Several lemmas and theorems considering the moment matching properties for the transfer

function in second order form are presented. These differ from the versions presented by Li and

Bai [124], which are given for the transfer function in first order form. The conversion to first order

form has arbitrariness in choosing the auxiliary variable, making it difficult to show the inclusion

of subspaces necessary in proving moment matching properties. Application to the thermoelastic

problem makes clear the advantage of structure preservation, which leads to twice as many matched

moments as one would normally expect. This doubling of the moment matching is due to the

inclusion of both left and right second order Krylov subspaces in our projection subspace.

3.3.1 Moments of the transfer function in second order form

Let us assume our forcing of the true system can be represented by a forcing pattern b with

time varying part u(t). Further, let us assume that our system output y(t) can be represented by a

fixed sense pattern l. This gives us the following continuous time-invariant second order system:

Mz̈(t) + Dż(t) + Kz(t) = bu(t) (3.22)

y(t) = l∗z(t) , (3.23)

where a superposed ∗ denotes conjugate transpose. By taking the Laplace transform of the system,

we have

s2Mz̃(s) + sDz̃(s) + Kz̃(s) = bũ(s) (3.24)

ỹ(s) = l∗z̃(s) , (3.25)
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where the tilde’s represent the Laplace transform of each variable. The relevant system transfer

function in second order form is written as,

H(s) = l∗
(
s2M + sD + K

)−1
b . (3.26)

Evaluating the transfer function for a range of frequencies can be computationally expensive, due to

the large size N of the linear system of equations. Here, we conduct model reduction on this system

based on a subspace projection method proposed by Li and Bai [124]. Matrices X and Y, whose

columns span selected subspaces, are used as the projection space for model reduction. By defining,

lR = X∗l , bR = Y∗b , MR = Y∗MX , DR = Y∗DX , KR = Y∗KX , (3.27)

the transfer function in second order form for the reduced order model is,

HR(s) = l∗R
(
s2MR + sDR + KR

)−1
bR (3.28)

If X and Y are of dimension N -by-n where n << N , then HR(s) can be evaluated quickly. However,

for HR(s) to be useful, we must choose X and Y carefully so that it is an accurate approximation

to H(s), in some range of frequencies.

The type of accuracy that we aim for is moment matching between the reduced order model

and the original full model. The moments of a function are defined as the coefficients of the power

series expansion around a given point. The transfer function expanded at s = 0 for each model is,

H(s) =

∞∑

i=0

Mis
i (3.29)

HR(s) =
∞∑

i=0

MRis
i , (3.30)

where Mi and MRi are the moments. We present the following lemma to compute the moments of

the second order system.

Lemma 3.3.1 An equation of the form,

f(s) = p∗ (I− sA− s2B
)−1

q (3.31)
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has the representation around s = 0,

f(s) =
∞∑

i=0

(
p∗Eiq

)
si , (3.32)

where A,B,
{
Ei
}∞
i=0

are N -by-N matrices and p,q are size N vectors. The matrices Ei(0 ≤ i) are

given by the recursion,

E0 = I (3.33)

E1 = A (3.34)

Ei = AEi−1 + BEi−2 (i ≥ 2) (3.35)

= Ei−1A + Ei−2B (i ≥ 2) . (3.36)

Proof The proof of this Lemma follows as a consequence of A.0.1 in the Appendix. �

Using this lemma the transfer function can be written in the following two equivalent forms,

H(s) = l∗
(
I + sK−1D + s2K−1M

)−1
K−1b

=

∞∑

i=0

[
l∗Ei

r

(
K−1b

)]
si (3.37)

where {Ei
r}∞i=0 is defined by the recursion in Lemma 3.3.1 with the substitution, A→ −K−1D, B→

−K−1M and,

H(s) = l∗K−1
(
I + sDK−1 + s2MK−1

)−1
b ,

=

[
b∗
(
I + s∗K∗,−1D∗ + s∗2K∗,−1M∗

)−1

K∗,−1l

]∗

=

[ ∞∑

i=0

[
b∗Ei

l

∗ (
K∗,−1l

)]
s∗i
]∗

=

∞∑

i=0

[
b∗Ei

l

∗ (
K∗,−1l

)]∗
si , (3.38)

where, {Ei
l
∗}∞i=0 is defined by the recursion with substitution A → −K∗,−1D∗, B → −K∗,−1M∗.

The second form is presented here to motivate the notion and the equivalence of the left second

order Krylov subspace to the right second order Krylov subspace, which are both presented in the
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following section. The subscripts for the sequences of matrices {Ei}∞i=0 adhere to the convention,

that r denotes the sequence generated by the right second order Krylov subspace and l denotes that

generated by the left second order Krylov subspace. The expressions for the moments become,

Mn = l∗Ei
rK

−1b = l∗K−1Ei
lb , (3.39)

and the moments for the reduced transfer functions are obtained by substituting M,D,K with their

corresponding versions subscripted by R,

MRi = l∗REi
r,RK−1

R bR = l∗RK−1
R Ei

l,RbR . (3.40)

Here {Ei
r,R}∞i=0 is defined by the recursion with substitution, A→ −K−1

R DR, B→ −K−1
R MR and

{Ei
l,R

∗}∞i=0 by the recursion with substitution A→ −K∗,−1
R D∗

R, B→ −K∗,−1
R M∗

R.

The form of the recursion relationship given in Lemma 3.3.1 and its relation to the moments

give rise to the following definition of the second order Krylov subspaces.

3.3.2 Second order Krylov subspaces

The number of matching moments k differ depending on the selection of X and Y. In the

method that we select, X and Y are constructed to contain second order Krylov subspaces. A

kth second order Krylov subspace Gk (A,B, r), generated by the matrices A,B and initial vector r,

is defined as the subspace spanned by the sequence of vectors {ri}k−1
i=0 generated by the following

recursion.

r0 = r (3.41)

r1 = Ar0 (3.42)

ri = Ari−1 + Bri−2 (2 ≤ i ≤ k − 1) . (3.43)

An orthogonal basis spanning this second order Krylov subspace can be numerically generated by

the Second Order Arnoldi (SOAR) method [20]. Comparison between the definition of the second

order Krylov subspace and the recursive nature of the sequence of matrices {Ei}∞n=0 in Lemma 3.3.1



149

reveals the following correspondence between this matrix sequence and sequence of vectors spanning

the subspace.

Lemma 3.3.2 The sequence of vectors {ri}k−1
i=0 spanning the second order Krylov subspace Gk (A,B, r)

is defined by,

ri = Eir , (3.44)

where {Ei}k−1
i=0 is the sequence of matrices defined in Lemma 3.3.1.

Proof This is easily seen by comparing the expressions for Ei in Lemma 3.3.1 with that ob-

tained from inserting Equation (3.44) into Equations (3.41,3.42, 3.43). �

The second order Krylov subspace for the transfer function in Equation (3.26) is defined as

Gk
(
K−1D,K−1M,K−1b

)
. From Lemma 3.3.2, we obtain the expression for the sequence of vectors

{rr,i}k−1
i=0 spanning this subspace.

rr,i = Ei
rK

−1b . (3.45)

Analogous to the Standard Krylov subspaces, we can define a left second order Krylov subspace

Gk
(
K∗,−1D∗,K∗,−1M,K∗,−1l

)
for the transfer function. Again from the same Lemma, we obtain

the expression for the sequence of vectors {rl,i}k−1
i=0 spanning this subspace.

rl,i = Ei
l

∗
K∗,−1l . (3.46)

Again, similar to the case for the sequence {Ei}∞i=0, subscript r denotes relation to the right and

subscript l denotes relation to the left second order Krylov subspace.

3.3.3 Moment matching theorems

The technique used to prove the moment matching property between the reduced and full model

by selection of X as Y is based on projection techniques. Here, we extend the technique originally

applied to the transfer function in first order form [124] to the transfer function in second order
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form. The details of the proof of the theorem are presented in the Appendix. The extension of the

moment matching theorem to second order form is essential for showing that we can obtain double

moment matching in the thermoelastic problem if we perform the moment matching in second order

form.

Theorem 3.3.1 Let matrices be defined as in Equations (3.27). Let integers k, r ≥ 0. If,

Gk
(
K−1D,K−1M;K−1b

)
⊂ span (X) (3.47)

Gk
(
K∗,−1D∗,K∗,−1M∗;K∗,−1l

)
⊂ span (Y) (3.48)

then

Ei
rK

−1b = XEi
R,rK

−1
R bR (0 ≤ i ≤ k − 1) (3.49)

Ei
l

∗
K∗,−1l = YEi

R,l

∗
K∗,−1
R lR (0 ≤ j ≤ r − 1) . (3.50)

As a result,

Mi = MRi (0 ≤ i ≤ k + r − 1) . (3.51)

Proof See Appendix. �

In resonator applications, the frequency range of interest for the transfer function is centered around

some non-zero value s0. The second order transfer function can be rewritten incorporating this shift

as,

H(s) = l∗
(
(s− s0)2M + (s− s0)Ds0 + Ks0

)−1
b , (3.52)

where the subscript s0 denotes the shifted versions of D and K.

Ds0 = 2s0M + D (3.53)

Ks0 = s20M + s0D + K . (3.54)

Application of Theorem 3.3.1 to the case incorporating a shift s0 results in the following corollary.
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Corollary 3.3.1 Let integers k, r ≥ 0. Let matrices be defined as in Equations (3.27, 3.53, 3.54

). Additionally define,

Ds0,R = Y∗Ds0X , Ks0,R = Y∗Ks0X , (3.55)

If,

Gk
(
K−1
s0 Ds0 ,K

−1
s0 M;K−1

s0 b
)
⊂ span (X) (3.56)

Gk
(
K∗,−1
s0 Ds0 ,K

∗,−1
s0 M∗;K∗,−1

s0 l
)
⊂ span (Y) (3.57)

then

Ms0,i = Ms0,Ri (0 ≤ i ≤ k + r − 1) , (3.58)

where,

Ms0,i = l∗Ei
r,s0K

−1
s0 b = l∗K−1

s0 Ei
l,s0

∗
b (3.59)

Ms0,Ri = l∗REi
r,s0,RK−1

s0,R
bR = l∗RK−1

s0,R
Ei
l,s0,R

∗
bR . (3.60)

This implies,

H(s) = HR(s) +O
(
(s− s0)k+r)

)
. (3.61)

3.3.4 Structure preservation for the thermoelastic problem

Here, we focus on model reduction of the linear thermoelastic problem in Equation (3.19).

Preserving matrix structure of an original transfer function in second order form has been shown to

be advantageous in obtaining highly accurate reduced order models [124, 37]. This also holds true

in the thermoelastic problem, where we merge the two approaches mentioned above to apply model

reduction to a system incorporating both thermoelastic damping and anchor loss.

Since the method of actuation and sensing is purely mechanical in resonator applications, we
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assume that the thermal parts of b and l are zero.

F =




Fu

Ft


 = bu(t) (3.62)

b =




bu

bt


 =




bu

0


 (3.63)

l =




lu

lt


 =




lu

0


 . (3.64)

For this problem, we assume the matrices M,D,K, z have the substructure presented in Equa-

tion (3.19), b = [bTu ,b
T
t ]T , l = [lTu , l

T
t ]T , and M,D,K ∈ CNu+Nt×Nu+Nt , z ∈ CNu+Nt , bu, lu ∈ CNu ,

bt, lt ∈ CNt , where Nu, Nt are the mechanical and thermal degrees of freedom respectively. We

define new matrices Knew,Dnew so that,

Knew =




Knew
uu Knew

ut

0 Knew
tt


 :=




I 0

0 −ξ1I


K =




Kuu ξ1Kut

0 −ξ1ξ2Ktt


 (3.65)

Dnew =




0 0

Dnew
tu Dnew

tt


 :=




I 0

0 −ξ1I


D =




0 0

−ξ1Dtu −ξ1Dtt


 , (3.66)

and substitute these for their previous versions,

K := Knew , D := Dnew . (3.67)

Now, K,D become,

D =




0 0

Dtu Dtt


 , K =



Kuu Kut

0 Ktt


 , (3.68)

and the transfer function in second order form is,

H(s) =



lu

0




∗
s

2



Muu 0

0 0


+ s




0 0

Dtu Dtt


+



Kuu Kut

0 Ktt







−1 

bu

0


 (3.69)

= l∗
(
s2M + sD + K

)
b . (3.70)
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From the relation between the coupling submatrices in Equation (3.21), we now have DT
tu = Kut.

To apply Corollary 3.3.1 for model reduction, X,Y must contain the subspaces spanned by the right

second order Krylov subspace Gk(K−1
s0 Ds0 ,K

−1
s0 M;K−1

s0 b), and left second order Krylov subspace

Gk(K∗,−1
s0 D∗

s0 ,K
∗,−1
s0 M∗;K∗,−1

s0 l), respectively. The sequence of vectors {rr,i}k−1
i=0 which span the

right second order Krylov subspace and sequence of vectors {rl,i}k−1
i=0 which span the left second

order Krylov subspace can be partitioned into their mechanical and thermal degrees of freedom as

follows:

rr,i =




rur,i

rtr,i


 (0 ≤ i ≤ k − 1) (3.71)

rl,i =




rul,i

rtl,i


 (0 ≤ i ≤ k − 1) . (3.72)

For the special case when we have identical mechanical forcing and sensing vectors,

bu = lu , bt = lt = 0 , (3.73)

we obtain the following relationship between {rr,i}k−1
i=0 and {rl,i}k−1

i=0 ,




rul,i

rtl,i


 =




rur,i
∑i

j=0

(
− 1

s0

)i
rtr,i−j


 . (3.74)

When s0 = 0, this relation reduces to,




rul,i

rtl,i


 =




rur,i

rtr,i+1


 . (3.75)

By defining the following matrices,

Ru
r =

[
rur,0 rur,1 · · · rur,k−1

]
(3.76)

Rt
r =

[
rtr,0 rtr,1 · · · rtr,k−1

]
(3.77)
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we have the following inclusion of subspaces,

span







rur,0 rur,1 · · · rur,k−1

rtr,0 rtr,1 · · · rtr,k−1





 ⊂ span







Ru
r 0

0 Rt
r





 (3.78)

span







rul,0 rul,1 · · · rul,k−1

rtl,0 rtl,1 · · · rtl,k−1





 ⊂ span







Ru
r 0

0 Rt
r





 . (3.79)

Thus, if we define Xs so that

span (Xu
s ) = span (Ru

r ) (3.80)

span
(
Xt
s

)
= span

(
Rt
r

)
(3.81)

Xs =




Xu
s 0

0 Xt
s


 (3.82)

and X∗
sXs = I, then

Gk(K−1
s0 Ds0 ,K

−1
s0 M;K−1

s0 b) ⊂ span(Xs) (3.83)

Gk(K∗,−1
s0 D∗

s0 ,K
∗,−1
s0 M∗;K∗,−1

s0 l) ⊂ span(Xs) . (3.84)

Here, the subscript s in Xs denotes structure preservation, which is apparent from the expressions for

the reduced matrices presented below. Corollary 3.3.1 implies that, by producing the right second

order Krylov subspace and selecting X = Xs and Y = Xs, we can in fact obtain 2k matching

moments. Under this projection, the reduced transfer function in second order form is,

HR(s) = l∗R
(
s2MR + sDR + KR

)−1
bR , (3.85)
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with,

lR = bR = X∗
sb = [(Xu,∗

s bu)
∗ ,0]∗ , (3.86)

MR = X∗
sMXs =




Xu,∗
s MuuX

u
s 0

0 0


 (3.87)

DR = X∗
sDXs =




0 0

Xt,∗
s DtuX

u
s Xt,∗

s DttX
t
s


 (3.88)

KR = X∗
sKXs =




Xu,∗
s KuuX

u
s Xu,∗

s KutX
t
s

0 Xt,∗
s KttX

t
s


 . (3.89)

Additionally, we see structure preservation of the original system of equations.

In applying Perfectly Matched Layers [37] to model anchor loss, the matrices that we obtain

lose their Hermitian symmetry in favor of complex symmetry.

MT
uu = Muu (3.90)

DT
tt = Dtt (3.91)

KT
uu = Kuu (3.92)

KT
tt = Ktt (3.93)

KT
ut = Dtu (3.94)

Assuming that bu, lu ∈ RNu , the relationship between the sequence of vectors spanning the right

and left second order Krylov subspace {rr,i}k−1
i=0 and {rl,i}k−1

i=0 becomes,




rul,i

rtl,i


 =




rur,i
∑i

j=0

(
− 1

s0

)i
rtr,i−j


 . (3.95)

When s0 = 0, this relation reduces to,




rul,i

rtl,i


 =




rur,i

rtr,i+1


 . (3.96)



156

If we define Xrs real so that,

span (Xu
sR) = span

(
Ru
r + Ru

r

2

)
(3.97)

span (Xu
sI) = span

(
Ru
r −Ru

r

2i

)
(3.98)

span

(
Xt
sR

)
= span

(
Rt
r + Rt

r

2

)
(3.99)

span
(
Xt
sI

)
= span

(
Rt
r −Rt

r

2i

)
(3.100)

Xrs =




Xu
sR Xu

sI 0 0

0 0 Xt
sR Xt

sI


 (3.101)

and X∗
rsXrs = I where subscript R denotes real, I denotes imaginary, and r denotes the real basis

in the expression X, then

Gk(K−1
s0 Ds0 ,K

−1
s0 M;K−1

s0 b) ⊂ span(Xrs) (3.102)

Gk(K∗,−1
s0 D∗

s0 ,K
∗,−1
s0 M∗;K∗,−1

s0 l) ⊂ span(Xrs) . (3.103)

Thus, under this projection, we again obtain 2k matching moments by generating the right second

order Krylov subspace. This split between the real part and imaginary part of the sequence of

vectors is equivalent to the split in [37] for increased moment matching.

Remark 1. Additionally, we define the matrices Xnosplit and Xr so that,

span (Xnosplit) = span







Ru
r

Rt
l





 (3.104)

span (Xr) = span







Ru
r +Ru

r

2
Ru

r −Ru
r

2i

Rt
r+Rt

r

2
Rt

r−Rt
r

2i





 , (3.105)

where we orthogonalize the columns so that X∗
nosplitXnosplit = I and X∗

rXr = I.

The possibilities we have in selecting our projection matrix X are summarized in Table 3.2

and 3.3. The name SOAR has been applied, since we generate the matrices using the Second

Order Arnoldi (SOAR) method proposed by Su and Bai [19]. These projection matrices are used to
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compare the moment matching accuracy claims for each case in the numerical examples presented

in Section 5.5.

Table 3.2: ROMs generated by k iterations of SOAR (TED)

Name Projection matrix Size of ROM Matched Moments
SOAR Xnosplit k k
SOAR-S Xs 2k 2k

Table 3.3: ROMs generated by k iterations of SOAR (TED/PML)

Name Projection matrix Size of ROM Matched Moments
SOAR Xnosplit k k
SOAR-S Xs 2k k
SOAR-R Xr 2k k
SOAR-RS Xrs 4k 2k

Remark 2. Here, we would like to mention the difficulty of applying the theorems presented by Li

and Bai [124] to prove the 2k moment matching property for the thermoelastic problem with purely

mechanical forcing and sensing vectors, and the arbitrariness in converting the second order transfer

function to first order form.

Our second order system can be converted into the following first order form,

sCZ̃(s) + GZ̃(s) = b̂ũ(s) (3.106)

ỹ(s) = l̂∗Z̃(s) . (3.107)
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Here, the matrices are defined as,

Z̃(s) =




u(s)

su(s)

θ(s)



, b̂ =




0

bu

0



, l̂ =




lu

0

0




(3.108)

C =




W 0 0

0 Muu 0

0 0 Dtt



, G =




0 −W 0

Kuu 0 Kut

0 Dtu Ktt



, (3.109)

and W ∈ CNu×Nu is an arbitrary nonsingular matrix. The transfer function can be written,

H(s) = l̂∗ (G + sC)
−1

b̂

= l̂∗
(
I + sG−1C

)−1
G−1b̂ . (3.110)

This expression is equivalent to Equation (3.69). To apply Theorem 3.3 in [124] to prove the 2k

moment matching property, one requires symmetric G, symmetric C, and b̂ = l̂. We can clearly

see that even when bu = lu, the force and sense vectors for the first order form b̂, l̂ are not equal.

This means that even by selection of W = −Kuu, which leads to symmetric G,C, the cannot be

applied. By changing the order of the equation, it is possible to make b̂ = l̂, but then G,C will no

longer be symmetric.

Additionally, if one has a nonzero shift s0, there is an arbitrariness in selecting the first order

form. The second order shifted transfer function is presented in Equation (3.52). Using the definition

Z̃(s) in Equation 3.108 in combination with Equations 3.106 and 3.107, one form for the first order

form is given by,

H(s) = l̂∗ (Gs0 + (s− s0)C)
−1

b̂

= l̂∗
(
I + (s− s0)G−1

s0 C
)−1

G−1
s0 b̂ . (3.111)
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where,

Gs0 = G + s0C =




s0W −W 0

Kuu s0Muu Kut

0 Dtu Ktt + s0Dtt



. (3.112)

Another form can be obtained by defining,

Z(s) =




u(s)

(s− s0)u(s)

θ(s)



. (3.113)

Equations (3.106,3.107) can be rewritten as,

(s− s0)CZ(s) + Gs0Z(s) = b̂ũ(s) (3.114)

ỹ(s) = l̂∗Z(s) , (3.115)

where,

Gs0 =




0 −W 0

Kuu + s20Muu 2s0Muu Kut

s0Dtu Dtu Ktt + s0Dtt



. (3.116)

The transfer function for this system is,

H(s) = l̂∗
(
I + (s− s0)Gs0

−1
C
)−1

Gs0

−1
b̂. (3.117)

Clearly this expression differs from Equation (3.111), and the Standard Krylov subspaces that are

generated by the two different expressions are also different, making it again difficult to apply

Theorem 3.3 in [124].

3.4 Conclusions

In this section, we presented a finite element based numerical method to efficiently evaluate the

transfer function for the coupled equations of linear thermoelasticity. From this transfer function,
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the quality factor (Q) of MEMS resonators including the effect of thermoelastic damping (TED)

can be computed. Finite element analysis allows Q evaluation of devices irrespective of fabrication

material or geometry, freeing designers from the contemporary beam like structures.

For efficiency, a Krylov subspace approach is taken to project the large finite element discretized

system of equations onto a smaller subspace of solutions. The vectors spanning this smaller subspace

of solutions is efficiently generated by the Second-Order Arnoldi (SOAR) method. The reduced

order model (ROM) produced by this projection, is substantially smaller than the original system

enabling fast transfer function evaluation. The characteristic structure inherited from the governing

continuous partial differential equations is taken advantage of to construct a highly accurate structure

preserving ROM for modeling both the TED case and TED/anchor loss case. The increased accuracy

in the reduced model is proven through a new moment matching theorem based on second-order

Krylov subspaces. For symmetric mechanical forcing and sensing, the theorem is able to prove a

doubling of matched moments in the transfer function with the same number of second-order Krylov

subspace iterations.

The theoretical claims made are verified by two numerical examples presented in Section 5.5.
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Chapter 4

Electromechanically coupled

systems

4.1 Introduction

High-frequency MEMS resonators used as RF filters or oscillators are mainly mechanical in their

vibrational characteristics, but couple with the electrical domain through their form of actuation.

At the micron-scale, electrostatic forces as well as piezoelectric induced forces become prominent

due to scaling effects [181]. Such form of forces also easily integrate with the electronic character

of integrated circuitry. In order to model the full behavior of the resonator, one must treat an

electromechanically coupled system.

Electrostatic forces are applied to the resonator through voltage potential gaps between the

resonator and electrode, which are filled with some sort of dielectric material. Piezoelectric forces

are applied by induced electrical fields within the resonator. In both cases, a time-harmonic varying

voltage applied at the resonance frequency of the device is capable of creating resonance in the

device. This induced motion in the device is capacitively sensed in the form of a time-harmonic
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current. In this sense, from the viewpoint of the electronic circuitry or an electrical engineer, the

behavior of a mechanical resonator can be fully characterized by its voltage-current characteristics.

The approach of modeling the mechanical resonator as an electronic component is widely used

in the design of electromechanical transducers as acoustical filter [111] and electrical signal process-

ing filter applications [105]. Such a method is possible from the simple behavior of the mechanical

resonator close to its fundamental frequencies. The complex motion of the resonator can be modeled

as a single degree of freedom system oscillating in the fundamental mode corresponding to its funda-

mental frequency. The mechanical mass-spring-damper single degree of freedom system has a direct

analogue in the electrical domain as a inductor-capacitor-resistor system, enabling a component by

component equivalent replacement. This method of lumped modeling of a mechanical resonator is

often referred to as the method of “equivalent circuits” [105, 177, 178], and the extracted param-

eters are called equivalent circuit parameters. Equivalent circuits allow designers to extract the

necessary properties of the mechanical resonator required in designing the surrounding components

without having to deal with the intricacies of the mechanical behavior. Models ranging from simple

equivalent circuits capturing the behavior of one mode, to complex models capturing multimodes

exist.

Equivalent circuit modeling has been introduced in the MEMS resonator field and has quickly

gained popularity for its affinity with the electrical engineers designing the devices. The analogy

is being pushed even further by replacing not only a single resonator but multiple resonators and

their coupling elements by electrical equivalents [125]. In many papers one encounters formulas to

evaluate equivalent circuit parameters, but in most cases they are either based on parallel plate as-

sumptions [194, 39], derived for special geometries [189, 61, 169, 156]. As the geometry of the devices

become more complex such assumptions may not apply, and numerical evaluation is necessary. In

the area of piezoelectric bulk acoustic wave resonators, finite element methods have been applied to

analyze their behavior [122, 133], and in the process equivalent circuit parameter expressions have

been presented for this problem. Unfortunately this type of approach has not been extended into
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the MEMS computational domain.

In this section, the idea of equivalent circuits is first introduced through a simple electrome-

chanical parallel plate example. This example incorporates all the ideas behind lumped circuit

modeling of mechanical resonators. This is followed by a direct extension of the idea to general

nonlinear 3D electromechanical continuum systems through a variational approach. By evaluating

the contributions of electrostatic and piezoelectric forces, the nonlinear system that one must solve

is reduced to a linear system for the piezoelectric electromechanical system, and a combination of

a linear and nonlinear system for the electrostatic electromechanical system. The section is closed

with the details in the actual evaluation of the equivalent circuit parameters as well as extensions.

Example applications of the developed theory are presented in Chapter 5.

4.2 Electromechanical 1D parallel plate capacitor

To introduce the idea of equivalent circuit parameters for fast simulation of mechanical res-

onators integrated with electrical systems, the simple 1D electromechanical parallel plate capacitor

is presented.

Consider a parallel plate capacitor with one end fixed, and the other end attached to a mass-

spring system; as is shown in Figure 4.1, m is the mass, k is the spring stiffness, b is the velocity

dependent damping coefficient, g is the gap distance between the plates, g0 is the initial gap distance

at rest, Vac is an AC voltage term, and Vdc is a DC voltage term. Gravitational forces are not included

here.

The static energy of the system is defined in terms of the displacement u of the top plate and

surface charge Q as,

W ′(u,Q) =
1

2
ku2 +

1

2

Q2

C(u)
, (4.1)

C(u) :=
ε0A

g0 + u
, (4.2)

where ε0 is the permittivity of free space, A is the area of the plate, and C(u) is the variable
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capacitance. The force F and voltage V are obtained as the conjugate variables,

F =
∂W ′

∂u
= ku− 1

2

∂C

∂u

Q2

C2(u)
, (4.3)

V =
∂W ′

∂Q
=

Q

C(u)
. (4.4)

By application of a Legendre transform for the (Q, V ) pair, an expression for the energy in terms of

the control variables (u, V ) can be obtained,

W (u, V ) := min
Q
{W ′(u,Q)−QV } (4.5)

=
1

2
ku2 − 1

2
C(u)V 2, (4.6)

where,

F (u, V ) =
∂W

∂u
(4.7)

= ku− 1

2

∂C

∂u
V 2, (4.8)

Q(u, V ) = −∂W
∂V

(4.9)

= C(u)V. (4.10)

Under the assumption of electrostatics, which is valid when the electrical field time scale is small

compared to the mechanical field time scale, the kinetic energy of the system only has a mechanical

contribution,

T (u, V ) :=
1

2
mu̇2. (4.11)

Given an external load term,

Wext(u, V ) := QextV, (4.12)

the total static energy of the system Π is defined as,

Π(u, V ) := W (u, V ) +Wext(u, V ). (4.13)

The velocity dependent damper leads to the dissipation function,

F(u̇, Q̇) :=
1

2
bu̇2. (4.14)
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From the Lagrangian equations of motion [79],

L := T −Π, (4.15)

d

dt

[
∂L

∂(u̇, Q̇)

]
−
[

∂L

∂(u,Q)

]
+

∂F
∂(u̇, Q̇)

= 0, (4.16)

one obtains the governing equations of the system,

mü+ bu̇+ F (u, V ) = 0, (4.17)

−Q(u, V ) = −Qext. (4.18)

(4.19)

Under the application of a time-varying voltage of the form,

V (t) := Vdc + Vac(t), (4.20)

with ||Vac|| << ||Vdc||, one can assume a decomposition of the displacement field into two contribu-

tions,

u(t) := udc + uac(t), (4.21)

a static term udc and a time-varying term uac with ||uac|| << ||udc||. Linearization of Equa-

tions (4.17) and (4.18) at the point (udc, Vdc) yields,

müac + bu̇ac + F (udc, Vdc) +
∂F

∂u

∣∣∣
dc
uac +

∂F

∂V

∣∣∣
dc
Vac = 0 (4.22)

−Q(udc, Vdc)−
∂Q

∂u

∣∣∣
dc
uac −

∂Q

∂V

∣∣∣
dc
Vac = −Qext. (4.23)

By defining udc as the displacement for the static voltage Vdc, (udc, Vdc) solves the equation,

F (udc, Vdc) = 0, (4.24)

which implies static DC equilibrium for the top plate. Defining,

Qdc := Q(udc, Vdc), (4.25)

Qac := Qext −Qdc, (4.26)
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Equations (4.22) and (4.23) can be rewritten as,

M




üac

V̈ac


+ B




u̇ac

V̇ac


+ Kdc




uac

Vac


 =




0

−Qac


 , (4.27)

where,

M :=



m 0

0 0


 , (4.28)

B :=



b 0

0 0


 , (4.29)

Kdc :=




∂2W
∂u2

∂2W
∂u∂V

∂2W
∂V ∂u

∂2W
∂V 2




dc

=



k − 1

2
∂2C
∂u2 V

2
dc −∂C∂u Vdc

−∂C∂u Vdc −Cdc


 . (4.30)

In the expression above, one observes the negative electrical stiffness contribution leading to soften-

ing,

kdc := k − 1

2

∂2C

∂u2

∣∣∣
dc
V 2

dc. (4.31)

The coupling between the mechanical and electrical domains is represented by the symmetric elec-

tromechanical coupling term,

ηdc := −∂C
∂u

∣∣∣
dc
Vdc . (4.32)

Under time-harmonic assumptions,

Vac := V̂ac exp(iωt), (4.33)

uac := ûac exp(iωt), (4.34)

Qac := Q̂ac exp(iωt), (4.35)

Iac :=
dQac

dt
, (4.36)

= Îac exp(iωt), (4.37)

Îac := iωQ̂ac, (4.38)
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one obtains the admittance Y (ω),

Y (ω) :=
Îac

V̂ac

(4.39)

=

[
iωCdc +

iωη2
dc

kdc −mω2 + ibω

]
(4.40)

=

[
iωCdc +

1
1
iω
kdc

η2
dc

+ iω m
η2
dc

+ b
η2
dc

]
. (4.41)

An analogy of the form of this equation to the admittance of the LRCC circuit shown in Figure 4.2,

leads to the representation of the mechanical resonator as an equivalent circuit with parameters [162],

Leq :=
η2
dc

kdc
, (4.42)

Req :=
b

η2
dc

, (4.43)

Ceq :=
m

η2
dc

, (4.44)

C0,eq := Cdc. (4.45)

These terms Leq, Req, and Ceq, are called the motional inductance, the motional resistance, and the

motional capacitance. The motional resistance rewritten in terms of the quality factor Q (:=
√
mk
b )

is,

Req =

√
mk

η2
dcQ

. (4.46)

The motional resistance is the resistance the circuit experiences at the resonance of the mechanical

resonator, which defines the amount of energy lost in the system. For efficient low power consuming

resonators, a small motional resistance is ideal. One way of lowering the motional resistance is

maximizing the quality of resonance, Q, of the system. Thus, not only does Q minimization lead to

better signal processing capabilities, but it also leads to lower energy consumption. Such observations

have pushed the need for CAD tools to simulate Q in mechanical resonators. The other way of

lowering the motional resistance is maximizing the electromechanical coupling coefficient, ηdc. For

the parallel plate electromechanical capacitor, the expression for the electromechanical coupling
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coefficient yields,

ηeq =
ε0AVdc

(g0 + udc)2
≈ ε0AVdc

g2
0

, (when |udc| << |g0|). (4.47)

Minimizing the gap size g0 leads to large reduction in the motional resistance due to the 4th power.

This has lead to the fabrication of resonators with nano-airgaps between the resonator and trans-

duction electrodes [173]. But this has its limitations due to the fabrication process and existence

of a breakdown voltage [162]. The DC bias voltage Vdc can also be increased but again this also

has a limitation due to breakdown. Increase in surface area is another method which has been

implemented in the design of ring type resonators, for which A increases with the ring diameter [39].

For our parallel plate example, vacuum has been assumed between the plates. There is however

no restriction on the type of material inserted between the plates, other than being insulators. A

relatively new and interesting approach is to insert a high relative permittivity dielectric in the place

of vacuum [32, 49]. Bulk materials such as Hafnium Oxide and Silicon Nitride, and fluidic materials

such as water have been attempted [48]. The emergence of such designs strengthen the need for

tools to evaluate the behavior of mechanical resonators, since the insertion of these materials can

greatly affect the mechanical mode of vibration. The use of these layers of dielectric as actuation

mechanisms in resonators to excite motion is called internal transduction, compared to the term

external transduction used for the standard air gap type of actuation.

Remark: In the computation of transfer functions for evaluation of Q in mechanical systems, the

force-displacement relation is often computed. For applications as transducers, it should be stressed,

however, that the force-velocity transfer function is of importance. This is because the velocity is

what induces a change in the current. The becomes obvious by rewriting the expression for current
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in Equation (4.39) in terms of the voltage and velocity v̂ac,

Îac = iωCdcV̂dc + ηdciωûac

= iωCdcV̂dc + ηdcv̂ac, (4.48)

v̂ac := iωûac (4.49)

=
iω

kdc −mω2 + ibω
F̂ac, (4.50)

F̂ac := −ηdcV̂ac (4.51)

where F̂ac is the electrostatic force arising from the electromechanical coupling. The pairing of

velocity and force (v, F ) arises from its power duality between the current and voltage pair (I, V ).
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Figure 4.1: Schematic of electromechanical 1D parallel plate capacitor
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Figure 4.2: Schematic of the equivalent LRCC circuit
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4.3 A variational approach to the electromechanical problem

In the previous section, equivalent circuit parameters were obtained for an idealized 1D elec-

tromechanical parallel plate configuration. In this section the method of evaluating equivalent cir-

cuit parameters for general 3D nonlinear continuum electromechanical systems is presented. Both

electrostatic and piezoelectric contributions are included in the formulation, The derivation of the

equations follows a similar approach to the 1D example, where the static energy for the system is

defined, and derivatives of this energy give the equations of motion. This energy approach leads to

a variational formulation, easily implementable by a finite element method for numerical evaluation.

For a general nonlinear electromechanical system, one can derive the following expression for

the total static energy on the undeformed domain Ω with boundary Γ,

Πtotal(ϕ, φ) := Π(ϕ, φ) + Πext(ϕ, φ), (4.52)

Π(ϕ, φ) :=
1

2

∫

Ω

W (F(ϕ),E(φ)) dΩ, (4.53)

Πext(ϕ, φ) :=

∫

ϕ(Γq)

σ̄qφ dΓ, (4.54)

with,

Γ := Γϕ t Γt, (4.55)

:= Γφ t Γq, (4.56)

x(X, t) := ϕ(X, t), (4.57)

F :=
∂ϕ

∂X
, (4.58)

E := −∂φ
∂x

(4.59)

t := σ · n = 0, (x ∈ ϕ(Γt)) (4.60)

ϕ := ϕ̄, (X ∈ Γϕ) (4.61)

σq := D · n = σ̄q , (x ∈ ϕ(Γq)), (4.62)

φ := φ̄, (X ∈ Γφ). (4.63)



172

Here, Γϕ is the part of the boundary with displacement defined, Γt is the part of the boundary

with traction defined, Γφ is the part of the boundary with potential defined, Γq is the part of the

boundary with charge defined, ϕ is the deformation mapping, σ is the Cauchy stress tensor, F is

the deformation gradient, D is the electric displacement vector, E is the electric field vector, φ is

the potential, t is the traction vector, σq is the surface charge density, and n is the surface normal

vector. The body force b and body charge density ρq are both assumed zero for simplicity.

An example configuration of an electromechanical problem is shown in Figure 4.3. An elastic

dielectric material is sandwiched between two electrodes. The bottom plate is fixed enforcing a

mechanical fixed displacement boundary condition Γϕ at the bottom. The rest of the boundary is

free to move; a mechanical free traction boundary condition Γt. The bottom plate is grounded to

0 potential, enforcing an electrical fixed potential boundary condition Γφ at the bottom. The top

plate can also be treated as an electrical fixed boundary condition since the potential is fixed to the

sum of the DC bias voltage and time-varying AC voltage, but here it is interpreted as an electrical

forced charge boundary condition Γq,1 to retain the charge variables on the top surface. This is

formulation is also natural since our objective is to obtain an admittance like quantity, obtained

from a forced current. The left and right sides of the material has zero surface charge; an electrical

free charge boundary condition Γq,0. The total electrical forced charge boundary is Γq = Γq,0 tΓq,1.

Vdc

Vac

Mechanical boundary condition

Electrical boundary condition

Γt, (free)

Γϕ, (fixed)

Γq,1, (σq = σ̄q)

Γφ, (φ = 0)

Γq,0, (σq = 0)Γq,0, (σq = 0)

Figure 4.3: Example configuration of an electromechanical problem: Elastic dielectric sandwiched
between two electrodes
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The boundary conditions enforce the functions ϕ and φ to belong to the following space of

functions,

ϕ ∈ Sϕ :=
{
ϕ : H1(Ω; C3) : ϕ = ϕ̄ on Γϕ

}
, (4.64)

φ ∈ Sφ :=
{
φ : H1(Ω; C) : φ = φ̄ on Γφ

}
. (4.65)

The constitutive equations are defined by the stored energy function W (F,E) [113]. For a frame

invariant energy function, one requires,

W (QF,QE) = W (F,E), for any Q ∈ SO(3). (4.66)

For this to hold, the energy function must be of the form,

W (F,E) = Ψ(C,Er), (4.67)

C := FTF, (4.68)

Er := FTE, (4.69)

where C is the right Cauchy-Green tensor and Er is the electrical field in the reference configuration.

We also define the electrical displacement in the reference configuration as,

Dr := JF−1D, (4.70)

where J := det(F) =
√

det(C) is the Jacobian of the deformation gradient. The constitutive

equations become,

σ = 2
1

J
F
∂Ψ

∂C
FT , (4.71)

D =
1

J
F
∂Ψ

∂Er
. (4.72)

Under the assumption of electrostatics, which is valid when the electrical field time scale is small

compared to the mechanical field time scale, the kinetic energy of the system only has a mechanical

contribution,

T (ϕ, φ) :=

∫

Ω

1

2
ρϕ̇2 dΩ, (4.73)
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where ρ is the material density. From the Lagrangian equations of motion, one obtains,

L := T −Πtotal (4.74)

d

dt

[
∂L

∂(ϕ̇, φ̇)

]
=

∂L

∂(ϕ, φ)
. (4.75)

Given a time independent variation [δϕ, δφ] belonging to the space of functions,

δϕ ∈ Vϕ :=
{
δϕ : H1(Ω; C3) : δϕ = 0 on Γϕ

}
, (4.76)

δφ ∈ Vφ :=
{
δφ : H1(Ω : C) : δφ = 0 on Γϕ

}
, (4.77)

the equations of motions yield [138],

∫

Ω

ρϕ̈ · δϕdΩ + Πϕ(ϕ, φ)[δϕ] = 0, (4.78)

Πφ(ϕ, φ)[δφ] = −
∫

ϕ(Γq)

σqδφ dΓ . (4.79)

The notation introduced here, Πϕ(ϕ, φ)[δϕ], denotes the first variation of Π with respect to ϕ which

is a linear form. The linear form has the argument δϕ. Let us a assume a decomposition of the

solution (ϕ, φ),

ϕ(X, t) := ϕdc(X) + ϕac(X, t), (4.80)

φ(X, t) := φdc(X) + φac(X, t), (4.81)

where ϕac,ϕdc ∈ Vϕ and φac, φdc ∈ Vφ. Linearization of Equations (4.78) and (4.79) at (ϕdc, φdc)

yields,

∫

Ω

ρϕ̈ac · δϕdΩ + Πϕ(ϕdc, φdc)[δϕ]+

Πϕϕ(ϕdc, φdc)[δϕ,ϕac] + Πϕφ(ϕdc, φdc)[δϕ, φac] = 0, (4.82)

Πφ(ϕdc, φdc)[δφ]+

Πφϕ(ϕdc, φdc)[δφ,ϕac] + Πφφ(ϕdc, φdc)[δφ, φac] = −
∫

ϕ(Γq)

σqδφ dΓ .(4.83)

Let the pair (ϕdc, φdc) be the static solution to the following boundary value problem,
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• Find the pair (ϕ, φ) which is a stationary point of,

Π(ϕ, φ) + Πext,dc(ϕ, φ), (4.84)

with,

Πext,dc(ϕ, φ) :=

∫

ϕ(Γq\Γdc)

σ̄qφ dΓ, (4.85)

subject to the boundary conditions,

t := σ · n = 0, (x ∈ ϕ(Γt)), (4.86)

ϕ := ϕ̄, (x ∈ ϕ(Γϕ)), (4.87)

φ :=





φ̄

φ̄dc,

(x ∈ ϕ(Γφ)),

(x ∈ ϕ(Γac)),

(4.88)

σq := D · n = σ̄q , (x ∈ ϕ(Γq) \ϕ(Γdc)). (4.89)

The part of the boundary Γac, where an additional electrical fixed boundary condition of φ̄dc

is applied, is a subset of Γq. The problem is restated in the weak form as, find the pair(ϕ, φ),

ϕ ∈ Sϕ, (4.90)

φ ∈ Sφ,dc :=
{
φ : H1(Ω; C) : φ = φ̄ on Γφ, φ = φ̄dc on Γdc

}
⊂ Sφ, (4.91)

such that for any pair (δϕ, δφdc),

δϕ ∈ Vϕ, (4.92)

δφdc ∈ Vφ,dc :=
{
δφ : H1(Ω; C) : δφ = 0 on Γφ t Γdc

}
⊂ Vφ, (4.93)

one has,

Πϕ(ϕdc, φdc)[δϕ] = 0, (4.94)

Πφ(ϕdc, φdc)[δφdc] = −
∫

ϕ(Γq\Γdc)

σ̄qδφdc dΓ. (4.95)
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The difference between this and the original problem is the addition of an electrical fixed

potential boundary condition of φ̄dc on the boundary Γac. Γac must be a subset of original electrical

charge boundary Γq. By this inclusion of the boundaries, the solution subspace for this problem

Sφ,dc is a subspace of the original solution subspace Sφ. The subspace of variations for this problem

is also a subspace of the original subspace of variations, Vφ,dc ⊂ Vφ. This problem is essentially

solving for the static solution under a given DC bias voltage, similar to the process in Section 4.2.

To further clarify the situation we again refer to the schematic of Figure 4.3 of the elastic dielectric

sandwiched between two electrodes. For this configuration, the Γac is chosen as Γq,1.

The solution to this boundary value problem (ϕdc, φdc) satisfies the relation,

Πϕ(ϕdc, φdc)[δϕ] = 0, (4.96)

Πφ(ϕdc, φdc)[δφ] = −
∫

ϕ(Γq\Γac)

σ̄qδφ dΓ−
∫

ϕdc(Γac)

σq,dcδφdΓ, (4.97)

σq,dc := D(ϕdc, φdc) · n, (x ∈ ϕdc(Γac)). (4.98)

with δϕ ∈ Vϕ and δφ ∈ Vφ. Compared to Equation (4.95), Equation (4.97) has a non-zero term on

the right hand side. This term arises from the difference between the subspace of variations Vφ and

Vφ,dc. The variations δφdc ∈ Vφ,dc are enforced to be zero on Γac as opposed to δφ ∈ Vφ for which

they are not.

Moving back to Equations (4.82), (4.83), let the boundary charge on Γac be of the form,

σq := σq,dc + σq,ac(t), (4.99)

with ||σq,ac|| << ||σq,dc|| and only σq,ac is time dependent. Under an additional assumption of

time-harmonic forcing,

ϕac = ϕ̂ac exp(iωt), (4.100)

φac = φ̂ac exp(iωt), (4.101)

σq,ac = σ̂q,ac exp(iωt), (4.102)
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Equations (4.82) and (4.83) can be written as,

−ω2

∫

Ω

ρϕ̂ac · δϕdΩ+

Πϕϕ(ϕdc, φdc)[δϕ, ϕ̂ac] + Πϕφ(ϕdc, φdc)[δϕ, φ̂ac] = 0, (4.103)

Πφϕ(ϕdc, φdc)[δφ, ϕ̂ac] + Πφφ(ϕdc, φdc)[δφ, φ̂ac] = −
∫

ϕdc(Γac)

σ̂q,acδφ dΓ ,(4.104)

where the first variations have dropped out. When the forcing frequency ω is close to the eigenfre-

quency, ωeig, of the system with eigenmode (ϕ̂ac,eig, φ̂ac,eig), the displacement and potential can be

approximated as,

ϕ̂ac = ûacϕ̂ac,eig, (4.105)

φ̂ac = V̂acφ̂ac,eig, (4.106)

where uac and Vac are generalized degrees of freedom. Under a Galerkin projection with,

δϕ = ϕ̂ac,eig, (4.107)

δφ = φ̂ac,eig, (4.108)

as the test functions, Equations (4.103) and (4.104) become,

−ω2M




ûac

V̂ac


+ K




ûac

V̂ac


 =




0

−Q̂ac


 (4.109)
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with,

M :=



m 0

0 0


 =




∫
Ω
ρϕ̂ac,eig · ϕ̂ac,eigdΩ 0

0 0


 , (4.110)

K :=



kdc ηdc

ηdc −Cdc


 (4.111)

=




Πϕϕ(ϕdc, φdc)[ϕ̂ac,eig, ϕ̂ac,eig] Πϕφ(ϕdc, φdc)[ϕ̂ac,eig, φ̂ac,eig]

Πφϕ(ϕdc, φdc)[φ̂ac,eig, ϕ̂ac,eig] Πφφ(ϕdc, φdc)[φ̂ac,eig, φ̂ac,eig]


 , (4.112)

Q̂ac :=

∫

ϕdc(Γac)

σ̂q,acφ̂ac,eig dΓ . (4.113)

Let us consider the elastic dielectric presented in Figure 4.3. By normalizing the function

φ̂ac,eig = 1 on Γq,1, V̂ac will denote the voltage potential on Γq,1, and Q̂ac is the corresponding time

varying charge on Γq,1. V̂ac is equal to the time varying AC voltage applied from the source. From

this, one obtains an approximation for the admittance of the system near the frequency of ωeig,

Îac := iωQ̂ac,

= Y (ω)V̂ac, (4.114)

Y (ω) :=

[
iωCdc +

1
1
iω

kdc

η2
dc

+ iω m
η2
dc

]
. (4.115)

This expression shows direct correspondence of this system with the parallel plate example presented

in Section 4.2. By solving the general problem with the proper energy expression for the electrostatic

energy projected onto a 1D subspace, the exact same results to the parallel plate presented in

Section 4.2 can be obtained. The advantage of this approach though, is the ability to analyze

systems which are not necessarily ideal as this, in a rational manner.
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4.4 Electrostatic vs. Piezoelectric forces

The variational approach presented in Section 4.3 to solve the general problem involved non-

linearity in the deformation ϕ and voltage potential field φ. These nonlinearities can be removed

under proper assumptions. In this section, the forces arising from piezoelectric effects and elec-

trostatic effects are compared. The results reveal that piezoelectric forces dominate electrostatic

effects for normal situations. In combination with the justifiable assumption of linear elasticity

for MEMS vibration problems this enables one to treat the piezoelectric problem linearly. For the

electrostatic problem, it is mentioned that some nonlinearity must be retained for the electrostatic

electromechanical coupling effect to exist. An argument is presented to justify the use of linear elas-

ticity in combination with nonlinearity only for the electrostatic portion in solving the electrostatic

electromechanically coupled problem.

A general stored energy function W (F,E) = Ψ(C,Er) for a nonlinear piezoelectric material

can be written as,

Ψ(C,Er) = Ψelastic(C) + Ψelectrostatic(C,Er) + Ψpiezo(C,Er), (4.116)

Ψelectrostatic(C,Er) := −1

2
εrε0JEr ·C−1Er, (4.117)

Ψpiezo(C,Er) := −1

2
Er · er : (C− 1), (4.118)

where εr is the relative permittivity and ε0 is the permittivity of free space. er is the 3rd-rank tensor

of piezoelectric stress coefficients in the referential configuration, with the operation,

Er · er : C := (Er)A(er)ABC(C)BC . (4.119)

From Equations (4.71) and (4.72), the expression for the stress and electric displacement become,

σ = σelastic + σelectrostatic + σpiezo, (4.120)

σelectrostatic := −1

2
εrε0E ·E + εrε0E⊗E, (4.121)

σpiezo := −E · e, (4.122)

D = εrε0E +
1

2
e : (1− b−1), (4.123)
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where, b = FFT is the left Cauchy-Green tensor and e is the piezoelectric stress coefficient in the

spatial configuration,

(e)ijk :=
1

J
FiAFjBFkC(er)ABC . (4.124)

In Equation (4.120), the electrostatic energy gives rise to two second order terms in E, and the

piezoelectric energy gives rise to a single first order term in E. From this, it is clear that when

||E|| << 1, the piezoelectric effects dominates the electromechanical coupling. This is also clear by

observation of the electromechanical coupling term in Equation (4.103),

Πϕφ(ϕdc, φdc)[δϕ,∆φ]

=

∫

ϕdc(Ω)

∇xδϕ : [−εrε0Edc ·∆E + εrε0Edc ⊗∆E + εrε0∆E⊗Edc −∆E · e] dΩ, (4.125)

where ∆E := −∇x∆φ with ∆φ ∈ Vφ. With typical values for Aluminum Nitride [115],

εr = 9, (4.126)

ε0 = 8.85× 10−12[C2/Nm2], (4.127)

e333 = 1.55[C/m2], (4.128)

and for a typical electrical field at the MEMS scale,

||Edc|| =
Vdc

g

=
10[V]

2[µm]
= 5× 106[V/m], (4.129)

one finds that,

||ηelectrostatic||
||ηpiezo||

≈ ||εrε0Edc||
||e|| =

3.9× 10−4

1.55
= 2.6× 10−4. (4.130)

From this, one can conclude that for applications of piezoelectric material, the electromechanical

coupling arising from the electrostatic energy is negligible. For piezoelectric materials, an elec-

tromechanical coupling from the material properties eliminates the requirement for an electrostatic

electromechanical coupling arising from a DC bias voltage, and eliminates the need for solving for
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the DC solution (ϕdc, φdc). This adds further simplifications for MEMS applications where small

deformations are assumed, resulting in the assumption ϕ(Ω) ≈ Ω. Thus for the analysis of piezo-

electric systems, the electrostatic electromechanical coupling is neglected and small deformations

are assumed.

For the analysis of dielectric systems, i.e., non-piezoelectric systems, the electrostatic electrome-

chanical coupling must be included, since excluding the term results in zero linearized coupling.

Though analysis can still be simplified by assuming small mechanical deformations and only includ-

ing the nonlinear contributions arising from the electrostatic electromechanical coupling. Formally,

this is equivalent to assuming a Saint-Venant Kirchhoff elastic energy [54],

Ψelastic(C) =
1

8
(C− 1) : C : (C− 1), (4.131)

and only including the linear contributions in the displacement,

u(X) := ϕ(X)−X, (4.132)

to the force and stiffness contributions. The material stiffness tensor C is assumed to have major

and minor symmetries. The force term in Equation (4.82) is approximated as,

Πϕ(ϕ, φ)[δϕ] =

∫

Ω

1

4
δC : C : (C− 1) dΩ + Πelectrostatic

ϕ (ϕ, φ)[δϕ] (4.133)

≈
∫

Ω

∇Xδu : C : ∇Xu dΩ + Πelectrostatic
ϕ (ϕ, φ)[δϕ], (4.134)

where

C = FTF = (1 +∇Xu)T (1 +∇Xu) ≈ 1 +∇Xu +∇XuT , (4.135)

δC ≈ ∇Xδu +∇Xδu
T , (4.136)

is assumed. Under these same assumptions, the stiffness in Equation (4.82) is approximated by,

Πϕϕ(ϕ, φ)[δϕ,∆ϕ] =

∫

Ω

1

4
δC : C : ∆C dΩ + [mechanical geometric stiffness]

+ Πelectrostatic
ϕϕ (ϕ, φ)[δϕ,∆ϕ] (4.137)

≈
∫

Ω

∇Xδu : C : ∇x∆u dΩ + Πelectrostatic
ϕϕ (ϕ, φ)[δφ,∆ϕ]. (4.138)
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This assumption of small deformations is justifiable by the following calculation. Assume a

block of Aluminum Nitride sandwiched between two parallel plates with seperation g, with the ”3-

axis” perpendicular to the plane. The stress σdc in the material due to a voltage difference Vdc

is,

σdc ≈ 1

2

εrε0
g2

V 2
dc. (4.139)

With the material properties for Aluminum Nitride,

εr = 9, (4.140)

ε0 = 8.85× 10−12[C2/Nm2], (4.141)

C3333 = 389[GPa], (4.142)

and for a typical gap and voltage,

Vdc = 10[V], (4.143)

g = 2[µm], (4.144)

the strain in the material is,

εdc =
σdc

C3333
= 2× 10−9. (4.145)

This small value of strain is well in the range of small deformations, validating the assumption for

linear elasticity for the mechanical deformations. Thus in solving for the DC solution (ϕdc, φdc),

one only needs to consider nonlinear contributions from the electrostatic electromechanical cou-

pling. The nonlinear electrostatic electromechanical stiffness expressions for the electrostatic poten-

tial Ψelectrostatic are presented in Appendix B.
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4.5 Piezoelectric systems

Following the discussion presented in Section 4.4, the analysis of piezoelectric systems can be

conducted under the assumption of no electrostatic coupling forces and small deformations. This

removes the requirement for solving for the DC voltage solution. Under these assumptions, an

appropriate expression for the potential energy is given as,

Π(u, φ) :=

∫

Ω

Ψ(ε(u),E(φ)) dΩ + Πext(u, φ), (4.146)

where,

ε := sym(∇Xu), (4.147)

E := −∇Xφ, (4.148)

Ψ(ε,E) := Ψelastic(ε) + Ψelectrostatic(E) + Ψpiezo(ε,E), (4.149)

Ψelastic :=
1

2
ε : C : ε, (4.150)

Ψelectrostatic := −1

2
E · κE, (4.151)

Ψpiezo := −E · e : ε. (4.152)

Here ε is the small deformation strain tensor, u is the displacement, E is the electric field defined as

the derivative of the potential φ with respect to the reference domain coordinates X, e is the rank-3

piezoelectric stress coefficient tensor, and κ is the permittivity tensor.

In this section, the example of a 1D piezoelectric capacitor [117] is used to display the variational

approach proposed. The formulas presented in the literature for the electromechanical coupling

coefficient in piezoelectric resonators [156] is also presented formally from our variational approach.

Our presentation allows one to rigorously derive such relations for the example geometry as wells as

for more complex situations.
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Vac

x

d
Direction of
E field & motion

Figure 4.4: Configuration of the 1D piezoelectric problem. Gray denotes the piezoelectric material

4.5.1 1D piezoelectric capacitor

Consider the 1D problem of a piezoelectric resonator defined on the domain Ω := [0, d]. A

schematic of the configuration is shown in Figure 4.4. A piezoelectric material is inserted between

two electrodes. A time varying AC voltage across the electrodes creates an electrical field in the

material. This induces motion in the piezoelectric material in the direction of the electrical field.

The energy for this system can be written as,

Πtotal(u, φ) := A

∫ d

0

1

2
ε · Emε dx −A

∫ d

0

1

2
κE2 dx−A

∫ d

0

e ε E dx

+ Πext(u, φ), (4.153)

Πext(u, φ) := Qacφ(d) , (4.154)

with,

ε =
∂u

∂x
, (4.155)

E = −∂φ
∂x
, (4.156)
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and boundary conditions,

u(0) = 0, (4.157)

σ(d) = 0, (4.158)

φ(0) = 0, (4.159)

D(d) = Qac. (4.160)

Here, A is the area of the cross section orthogonal to the x direction, Em is the mechanical Young’s

modulus, e is the piezo-electric stress coefficient, κ is the permittivity of the material, D is the

electric displacement, E is the electric field, σ is the stress, ε is the strain, φ is the potential, u is

the displacement, and Qac is the total charge on the top electrode. The constitutive equations are,



σ

D


 =



Em −e

e κ







ε

E


 . (4.161)

Under the assumption of electrostatics for the electrical field, the kinetic energy of the system is,

T :=
1

2
A

∫ d

0

ρu̇2 dx , (4.162)

where ρ is the density of the piezoelectric material. From the Lagrangian equations of motion, one

obtains,

L := T −Πtotal, (4.163)

d

dt

[
∂L

∂(u̇, φ̇)

]
=

∂L

∂(u, φ)
. (4.164)

Given a time independent variation [δu, δφ]T ,

δu ∈ Vu :=
{
δu : H1([0, d]; C) : u(0) = 0

}
, (4.165)

δφ ∈ Vφ :=
{
δφ : H1([0, d]; C) : φ(0) = 0

}
. (4.166)

one obtains the governing equations of the system,

∫ d

0

ρü · δu dx+ Πu(u, φ)[δu] = 0 (4.167)

+Πφ(u, φ)[δφ] = −Qacδφ(d), (4.168)
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where,

Πu(u, φ)[δu] =

∫ d

0

∂δu

∂x
· EmA

∂u

∂x
dx+

∫ d

0

∂δu

∂x
· eA∂φ

∂x
dx (4.169)

Πφ(u, φ)[δφ] =

∫ d

0

∂δφ

∂x
· eA∂u

∂x
dx−

∫ d

0

∂δφ

∂x
· κA∂δφ

∂x
dx . (4.170)

Additionally a time-harmonic motion is assumed:

Qac = Q̂ac exp(iωt), (4.171)

u(x, t) = û(x) exp(iωt), (4.172)

φ(x, t) = φ̂(x) exp(iωt). (4.173)

When the electromechanical coupling is sufficiently small, a good approximation to the vibrational

mode of the mechanical field are the eigenmodes of the pure mechanical modes. For the fixed-free

boundary conditions of this problem, these are exactly the sine functions. For the electrical field, a

linear field is the simplest assumption one can make.

û, δu ∈
{

sin
(
αn

x

d

)}
, (4.174)

αn :=
(2n− 1)

2
π, n ∈ N (4.175)

φ̂, δφ ∈
{x
d

}
. (4.176)

The solutions are normalized so that the generalized degrees of freedom ûac, V̂ac, representing the

contribution of the mechanical and electrical mode are the displacement and voltage potential at

x = d,

û(x) = ûac sin
(
αn

x

d

)
, (4.177)

φ̂(x) = V̂ac
x

d
. (4.178)

These in combination with Equations (4.167) and (4.168) yield the system of equations,

−ω2



ρAd

2 0

0 0







ûac

V̂ac


+



EmAα

2
n

1
2d

eA
d

eA
d −κAd







ûac

V̂ac


 =




0

−Q̂ext


 , (4.179)



187

or,

−ω2



meq 0

0 0







ûac

V̂ac


+



keq ηeq

ηeq −C0







ûac

V̂ac


 =




0

−Q̂ext


 . (4.180)

From this the admittance,

Îac := iωQ̂ext = Y (ω)V̂ac, (4.181)

Y (ω) :=

[
iωC0 +

iωη2
eq

keq −meqω2

]
, (4.182)

= iωC0

[
1 +

2K2

α2
n

1+k2 − α2

]
, (4.183)

α :=
ωd√
Em/ρ

1√
1 + k2

, (4.184)

k2 ; =
e2

Emκ
, (4.185)

K2 :=
k2

1 + k2
, (4.186)

and equivalent circuit parameters,

Leq :=
meq

η2
eq

=
1

2

ρd3

e2A
, (4.187)

Ceq :=
η2
eq

keq
,= 2

e2A

Emdα2
n

(4.188)

can be computed. The exact solution to this problem yields,

Yexact(ω) = iωC0

[
1−K2 tanα

α

]−1

. (4.189)

The non-dimensionalized admittance Y/iωC0 with respect to non-dimensional frequency α is plotted

for both the 1 degree of freedom and exact model in Figure 4.5. The range plotted is in the vicinity

of the 1st mode of vibration with pole and zero close to π/2. The zero of the exact admittance is

equal to π/2, and the pole is the solution to the equation tanα = 1/K2α closest to π/2. The case for

two values of coupling coefficients k2 = {0.01, 0.1} are presented. One observes that as the coupling

increases there is large increase in the difference between the two approximations. Though it is not

presented here, it is noted that the situation for higher modes are worse. For better approximations

with large coupling and high modes, one must include more degrees of freedom in the approximation.
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Figure 4.5: Non-dimensionalized admittance for the 1D piezoelectric resonator with coupling coeffi-
cients k2 ∈ {0.01, 0.1}

4.5.2 2D plane stress with out of plane forcing

Vac
dDirection of

E field
Direction of motion

x1

x3

x2

Figure 4.6: Configuration of the 2D piezoelectric problem. Gray denotes the piezoelectric material

In the presented 1D piezoelectric resonator, the thickness of the piezoelectric device d, defines

the resonance frequency. For such resonator geometries, one cannot fabricate resonators with dif-

ferent resonant frequencies side by side in current lithographic fabrication processes. To overcome

this difficulty, resonators with a resonance frequency defined by the in-plane geometry have been

developed [155]. These 2D planar structures are actuated by an out of plane ”3 direction” electric

field. This causes in-plane forces with the e113, e223 components of the piezoelectric stress coefficient
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tensor, as opposed to using the e333 component used in the thin-film bulk piezoelectric resonators of

the type presented in the previous section. A schematic of this configuration is shown in Figure 4.6.

This planar design is relatively insensitive to the thickness of the process layer, as well as allows

several structures with different resonating frequency to coexist on a single fabrication layer.

For the calculation of these planar systems, plane stress is assumed,

σ33 = 0, σ13 = 0, σ23 = 0, (4.190)

with the x3 direction pointing out of the plane. In the following, Voigt notation is used to express

the rank-4 elasticity tensor C and the rank-3 piezoelectric stress coefficient e and rank-3 piezoelectric

strain coefficient d,

v(i, i)→ i for i ∈ {1, 2, 3}, v(1, 2)→ 4, v(2, 3)→ 5, v(3, 1)→ 6, (4.191)

such that,

Cijkl = Cv(i,j)v(k,l), (4.192)

eijk = eiv(j,k), (4.193)

dijk = div(j,k). (4.194)

Under Voigt notation, the tensors are matrices of the corresponding size, C ∈ R6×6, e ∈ R3×6,

d ∈ R3×6. The indices 1 → 6 are grouped into the set of in-plane components and the set of

out-of-plane components,

in-plane : p := {1, 2, 4},

out-of-plane : o := {3, 5, 6}.
(4.195)
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C, e, d, σ, and ε can be divided into the components as,

C :=




Cpp Cpo

Cop Coo


 , (4.196)

e :=

[
ep eo

]
, (4.197)

d :=

[
ep eo

]
, (4.198)

σ :=




σp

σo


 , (4.199)

ε :=




εp

εo


 . (4.200)

The constitutive equations are,




σp

σo

D




=




Cpp Cpo −eTp

Cop Coo −eTo

ep eo κ







εp

εo

E



, (4.201)

and for the plane stress case they reduced to,




σp

D


 =




Cσ −eσ,T

eσ κσ







εp

E


 , (4.202)

C
σ := Cpp − CpoC

−1
oo Cop, (4.203)

eσ := ep − eoC
−1
oo Cop = dpC

σ , (4.204)

κσ := κ + eoC
−1
oo eTo . (4.205)

The quantities with the superscript σ denote the equivalent quantities in the plane stress case.

The expression for the energy becomes identical to Equations (4.146) - (4.152), but with the
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replacements,

σ → σp, (4.206)

ε → εp, (4.207)

u := [u1, u2]
t, (4.208)

C → C
σ, (4.209)

κ → κσ , (4.210)

e → eσ. (4.211)

Given these expressions, one can compute the piezoelectric electromechanical coupling term,

−
∫

Ω

E · eσ : δεp dΩ . (4.212)

For a first approximation, two assumptions which are identical to those made in the analysis con-

ducted in the previous section for the 1D piezoelectric capacitor are made. Namely,

• The potential field in the x3 direction is assumed linear,

φ(x, y, z) := −Vac
z

d
, (4.213)

E =
Vac

d




0

0

1




(4.214)

• The mechanical mode u as well as its variation δu is approximated by the purely mechanical

eigenmodes,

u, δu ∈
{
umech,eig

}
. (4.215)

These assumptions lead to the expression,

−
∫

Ω

E · eσ : δεmech,eig
p dΩ = −

∫ d

0

∫

xy

Vac

d
[eσδεmech,eig

p ]3 dxdy dz (4.216)

= −Vac

∫

xy

[eσδεmech,eig
p ]3 dxdy, (4.217)
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and thus an expression for the electromechanical coupling is obtained.

ηeq := −
∫

xy

[eσδεmech,eig
p ]3 dxdy, (4.218)

= −
∫

xy

[dpδσ
mech,eig
p ]3 dxdy. (4.219)

Here, δσmech,eig
p := Cσδεmech,eig

p , is the stress distribution arising from the pure mechanical mode.

These are the two expressions one encounters in the literature [156], with the exception that there

the plane stress piezoelectric stress coefficient eσ is replaced with e. For Aluminum Nitride the

values are approximately e31 = −0.58 and eσ31 = −0.9746. There is a factor of two difference which

is non-negligible.
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4.6 Numerical evaluation

In the previous sections, variational expressions to evaluate the equivalent circuit parameters for

electromechanically coupled systems have been presented. Unless the geometry is special, a closed

form expression for the mechanical eigenmode or potential eigenmode do not exist. Additionally for

cases where the electromechanical coupling is strong, the purely mechanical eigenmodes no longer

are accurate enough to represent the actual vibrational modes. In such cases, the evaluation of the

expressions must be done numerically.

Discretization of Equations (4.82) and (4.83) by the finite element method yield the linear

system of equations,



Muu 0

0 0







üac

φ̈ac


+




Kuu Kuφ

Kφu Kφφ







uac

φac


 =




0

−qac


 , (4.220)

where with an abuse of notation uac denotes the nodal displacement vector, φac is the nodal potential

vector, and qac is the nodal charge vector. Assume that the boundary Γac ⊂ Γq, where the time

varying boundary charge σ̂q,ac is applied, is divided into nac disjoint sections,

Γac := Γac,1 t · · · t Γac,nac
. (4.221)

Assume that on each Γac,i, the potentials are fixed to the value Vac,i. By denoting the vector of

nodal potentials on Γac,i by φV,i, one has

φV,i :=




1

...

1



Vac,i. (4.222)

The physical interpretation of such a condition is that the points on Γac,i are connected to each

other by a conductor. Define the vector V and φV as,

Vac :=




Vac,0

...

Vac,nq



, φac,V :=




φV,0

...

φV,nq




= GVac, (4.223)



194

where G is a matrix of ones and zeros expressing the connectivity. Denote the vector of nodal

potentials not on Γac as φac,0, such that φac = [φTac,0,φ
T
ac,V ]T . With this notation one has,




uac

φac,0

φac,V




=




I 0 0

0 I 0

0 0 G







uac

φac,0

Vac



. (4.224)

The system above can be rewritten,




Muu 0 0

0 0 0

0 0 0







üac

φ̈ac,0

φ̈ac,V




+




Kuu Kuφ0
KuφV

Kφ0u
Kφ0φ0

Kφ0φV

KφV u KφV φ0
KφV φV







uac

φac,0

φac,V




=




0

0

−qac,V



(4.225)

A Galerkin projection with the relation in Equation (4.224) yields,




Muu 0 0

0 0 0

0 0 0







üac

φ̈ac,0

V̈ac




+




Kuu Kuφ0
KuφV

G

Kφ0u
Kφ0φ0

Kφ0φV
G

GTKφV u GTKφV φ0
GTKφV φV

G







uac

φac,0

Vac




=




0

0

−Qac




. (4.226)

The vector Qac is the same size as Vac, and the entries are the total charges on boundary Γq,i. By

defining Uac := [uTac,φ
T
ac,0]

T , the system is further rewritten as,




MUU 0

0 0







Üac

V̈ac


+




KUU KUV

KVU KVV







Uac

Vac


 =




0

−Qac


 . (4.227)



195

Under time harmonic assumptions,

Uac = Ûac exp(iωt), (4.228)

Vac = V̂ac exp(iωt), (4.229)

Qac = Q̂ac exp(iωt), (4.230)

Iac :=
dQac

dt

= Îac exp(iωt), (4.231)

Îac := iωQ̂ac, (4.232)

an admittance matrix Y(ω) relating the voltage potentials on the boundaries V̂ac with the currents

Îac can be obtained,

Îac := iωQ̂ac = Y(ω)V̂ac, (4.233)

Y(ω) := −iωKVV + iωKVU

(
KUU − ω2MUU

)−1
KUV. (4.234)

Unfortunately in this form, one has a large linear system in the representation for the admittance,

which is not convenient. In order to derive equivalent circuit parameters, one must project the

many degrees of freedom system to a system with a small number of degrees of freedom, ideally a

1 degree of freedom system. When one is interested in the resonance behavior of the system, this

can be approximated well by the nearest eigenvector. Thus given a desired operation frequency or

mode, one can compute the corresponding eigenvector v and eigenfrequency ω0 from the generalized

eigenvalue problem,

KUUv = ω2
0MUUv . (4.235)

In the case of a non-symmetric pencil (KUU,MUU), one also requires the left eigenvector w,

w∗KUU = ω2
0w

∗MUU . (4.236)

The eigenvectors are computed from the coupled problem, reflecting the electromechanical cou-

pling existing in this system. This approximation is more accurate than projection onto the pure
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mechanical modes of the system, and requires no assumption on the electrical field.

There are two ways that one can project the system of Equation (4.226) onto these modes. The

projected system has the form,

Y(ω) =

[
Ceq,0 +

iω

keq − ω2meq
ηeq

]
. (4.237)

where the parameters Ceq,0, keq, meq, βUV,eq, and βeq depend on the method of projection. Let us

introduce the decomposition of v and w into the mechanical and potential degrees of freedom.

v :=




uv
ac

φv
ac,0


 , (4.238)

w :=




uw
ac

φw
ac,0


 . (4.239)

The two methods of projection are the following.

1. Under the right and left projection matrices,

Pr =




uv
ac 0

φv
ac,0 0

0 1



, (4.240)

Pl =




uw
ac 0

φw
ac,0 0

0 1



. (4.241)
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This leads to the expressions,

Ceq,0 := −KVV, (4.242)

meq := w∗MUUv, (4.243)

keq := w∗KUUv, (4.244)

ηUV := w∗KUV, (4.245)

ηVU := KVUv, (4.246)

ηeq := ηVUηUV. (4.247)

2. Under the right and left projection matrices,

Pr =




uv
ac 0

0 1


 , (4.248)

Pl =




uw
ac 0

0 1


 . (4.249)

The projections are not applied onto Equation (4.226) directly but onto the Schur complement

system with respect to φac,0. This leads to the expressions,

Ceq,0 := −KVV + GTKφV φ0
K−1

φ0φ0
Kφ0φV

G, (4.250)

meq := w∗MUUv, (4.251)

keq := w∗




Kuu
1
2Kuφ0

1
2Kφ0u

0


v, (4.252)

ηUV := w∗KUV, (4.253)

ηVU := KVUv, (4.254)

ηeq := ηVUηUV. (4.255)

The two different projections result in a different matrix Ceq,0 which represents the static

capacitance of the resonator, and keq which is proportional to the inverse of the capacitance in
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the series LRC unit in the equivalent circuit model. As it is shown in the numerical examples in

Section 5.4, method 1 results in a static capacitance value which is not very accurate as opposed to

method 2 which is. Thus method 2 should be chosen. This difference in behavior can be attributed

to the singularity of MUU induced by the zero block of potentials. The matrix η represents the

electromechanical coupling and meq is proportional to the inductance in the series LRC unit in the

equivalent circuit model.

The reduced system of Equation (4.237) simulates the behavior of the system accurately near

the frequency ω0. In the following, some specific examples illustrating the use of Equation (4.237)

is presented.

Remark:

The classical method of equivalent parameter extraction, where the mechanical modes of vibration

are used in the projection, can be recovered from our framework through the following process.

In the classical method, the electric potential field is assumed a linear field across the electrodes.

Under this assumption, the potentials not attached to an electrode, i.e., φac,0, can be expressed as

a linear combination of the electrode potentials Vac,

φac,0 = BVac, (4.256)

where B is the matrix relating the two vectors. Define uw
ac,mech and uw

ac,mech as the left and right

purely mechanical eigenvectors corresponding to the eigenvalue closest to ω0. These represent the

purely mechanical modes of vibration. Given these expressions, define the right and left projection



199

matrices,

Pr =




uv
ac,mech 0

0 B

0 1



, (4.257)

Pl =




uw
ac,mech 0

0 B

0 1



. (4.258)

By appling these projections to Equation (4.226), one obtains the classical expressions for the equiv-

alent circuit model parameters.

Ceq,0 := −KVV −BTKφ0φV
G−GTKφV φ0

B−BTKφ0φ0
B, (4.259)

meq := uw
ac,mech

∗Muuu
v
ac,mech, (4.260)

keq := uw
ac,mech

∗Kuuu
v
ac,mech, (4.261)

ηuV := uw
ac,mech

∗Kuφ0
B + uw

ac,mech
∗KuφV

G, (4.262)

ηVu := BTKφ0uu
v
ac,mech + GTKφV uu

v
ac,mech, (4.263)

ηeq := ηVuηuV. (4.264)
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1-Port case

In the one port configuration, the boundary Γac consists of one part Γac,1. (See the example in

Section 5.4 for details on 1-port configuration). This yields a 1-degree of freedom system,

Y1(ω) = [C0,eq]11 +
iω

keq − ω2meq

[
ηeq

]
11

. (4.265)

The equivalent circuit parameters are,

ηeq :=
[
ηeq

]
11
, (4.266)

Leq :=
meq

η2
eq

, (4.267)

Ceq :=
η2
eq

keq
, (4.268)

C0,eq := [C0,eq]11 . (4.269)

In the case that ηeq, meq, and keq are complex, as in the application of PML, an approximation with

real parameters can be formulated,

Leq := Re

(
meq

η2
eq

)
, (4.270)

Ceq :=

[
Re

(
keq

η2
eq

)]−1

, (4.271)

Req := −iRe(ω0)Im

(
meq

η2
eq

)
+

1

Re(ω0)
Im

(
keq

η2
eq

)
, (4.272)

C0,eq := [C0,eq]11 . (4.273)

2-Port case

In the two port configuration, the boundary Γac consists of two disjoint parts, Γac,1, Γac,2. (See

the example in Section 5.4 for details on 2-port configuration). This yields a 2-degree of freedom

system,



Îac,1

Îac,2


 = Y(ω)




V̂ac,1

V̂ac,2


 , (4.274)

Y(ω) = C0,eq +
iω

keq − ω2meq
ηeq . (4.275)
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To compute the transmission of this device (See Section 5.4.3 for details on the definition of trans-

mission), one must attach a load resistor RL to the boundary Γac,1. This enforces the relationship,

−RLÎac,2 = V̂ac,2, (4.276)

between the current and voltage. The transmission then becomes,

Transmission = 20 log10

( −Y21

1/RL + Y22

)
. (4.277)
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4.7 Conclusion

In this section a general approach based on a variational framework has been introduced to

derive equivalent circuit model parameters for electrostatically or piezoelectrically actuated high-

frequency MEMS resonators. These equivalent circuit model parameters are used to model the

behavior of the mechanical resonator as an electrical component in an electric circuit in the vicinity

of a resonance frequency of the mechanical system. By replacing the mechanical resonator with

these equivalent circuit model parameters, the computational expense for evaluating the response

of an electrical circuit with a mechanical resonator component can be reduced significantly while

retaining sufficient accuracy.

The classical approach taken for equivalent circuit model parameter extraction treats the elec-

tromechanical resonator as a combination of a purely mechanical resonator and a separate model

incorporating the electromechanical coupling. The equivalent circuit model parameters are extracted

with an assumed mode shape for the electric potential field based on engineering intuition and a

Rayleigh-Ritz projection of the mechanical resonator system onto the purely mechanical modes of

vibrations. This approach completely neglects the interaction that should occur between the elec-

trical and mechanical modes. Additionally, for complex geometry the appropriate model required

to represent the electromechanical coupling may not be clear.

The variational approach we present is based on defining the total mechanical and electrical

energy of the system defined on an arbitrary domain. This allows one to treat electromechanical res-

onators with arbitrary geometry. The electrical energy includes both electrostatic and piezoelectric

contributions. The formulation incorporates geometric nonlinearity which is crucial in modeling the

electromechanical coupling which arises from electrostatically actuated resonators. Since the total

electromechanically coupled system is treated, one does not have to worry about constructing the

appropriate model to represent the electromechanical coupling. Numerical implementation through

the finite element method is also straightforward due to its variational structure. From the dis-
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cretized system of equations, one computes the electromechanically coupled mechanical and electric

potential modes in the vicinity of a desired frequency. The electromechanically coupled system is

then projected onto these coupled modes to obtain the equivalent circuit model parameters. It is

shown that if one chooses to project the system, not onto the electromechanically coupled modes, but

an assumed mode shape for the electrical potential field and purely mechanical mode shape, one re-

covers the classical approach. The ability of the equivalent circuit model parameters extracted from

our method in accurately modeling the behavior of the dielectric transduced resonator is presented

in Section 5.4.
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Chapter 5

MEMS examples

5.1 Introduction

In this chapter, the technology that has been developed and presented in the previous chapters

for efficient modeling and evaluation of damping in MEMS devices is employed in several numerical

examples, to exhibit the effectiveness of the methods. The numerical simulations are conducted using

the open-source software HiQLab [35]. HiQLab has been initiated by Bindel and members of the

SUGAR [85] group, including myself, have made contributions in developing the software. Some of

the contributions that I have made include but are not restricted to implementation of thermoelastic

elements, electrical circuit elements, and interfaces to the parallel numerical libraries Trilinos [96]

and PETSc [21]. A brief overview of HiQLab is presented in Section 5.2 along with details regarding

the interface to the parallel iterative solver library PETSc [21], which can be used to solve linear

systems on the order of millions and larger. This is followed by the simulation of three MEMS

devices. The first in Section 5.3 is the disk resonator with which the damping mechanism of anchor

loss is modeled through the application of PML. The method that has been developed in Chapter 2

to compute the quality factor Q from the complex-valued frequencies through the computation of

a complex-symmetric generalized eigenvalue problem is presented. The simulations are conducted
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on a parallel processor machine to observe the scalability of the proposed method in terms of the

compute time for solving large linear systems. Next in Section 5.4 a dielectric transduced resonator

is analyzed using the technology developed in Chapter 4 for electrostatic electromechanically coupled

systems. The equivalent circuit parameters are extracted and the accuracy of the equivalent circuit

model in modeling the behavior of the resonator near the resonance frequency is investigated. The

last example in Section 5.5 is a thermoelastic beam resonator and ring resonator, with which the

reduced order modeling technology for the thermoelastic problem presented in Chapter 3 is used to

compute the transfer function. The accuracy of the reduced order model is investigated.

5.2 HiQLab, PETSc, and the Fortunato cluster

HiQLab

HiQLab [35] is a finite element tool for simulating resonant MEMS that David Bindel [36]

has initiated and continues to develop in collaboration with our research group SUGAR [85] at

the University of California, Berkeley. The software’s aim is to be able to make available a tool

for accurately modeling damping behavior in resonators, since the current widely available CAD

tools are able to simulate the resonance frequencies but are not able to model the damping well.

Simulation of damping high-frequency resonators is quite different from the modeling of damping in

most structural applications where the degree of damping is not so crucial and standard Rayleigh

type damping is sufficient. The design goal of high-frequency oscillating resonators, is to minimize

the damping to obtain a high quality factor Q. In order to accurately model such small damping,

one requires more accurate models of the source of damping. The determination of good damping

models is not trivial, since damping phenomenon in general are complex phenomenon, and one

must explore the applicability of various type of damping models. Parallel to incorporating accurate

damping models, we are also interested in efficient algorithms to simulate damping phenomenon.

Standardly available CAD tools do not allow one this type of flexibility. Such constraints have
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motivated the development of HiQLab.

The current version of HiQLab supports the following standard features,

• 1D,2D,3D, and Axisymmetric analysis,

• Steady-state and static analysis,

• Linear elastodynamic and scalar wave problems,

• Thermoelastically and electromechanically coupled problems,

and special features including,

• Anchor loss modeling through PML,

• Thermoelastic damping modeling through the thermoelastically coupled problem,

• Efficient eigenfrequency computation for the thermoelastic problem based on a perturbation

approach,

• Arnoldi based Reduced Order Modeling (ROM) for fast transfer function evaluation of elastic

and thermoelastic problems.

HiQLab is written mainly in C++, with an interface to the scripting language LUA [103] and

the popular commercial software MATLAB [175]. The interface through LUA has been selected

for its light weightedness and speed, as well as its open source availability. The interface through

MATLAB, despite the commercial software license required for its use, enables one full access to its

rich numerical libraries and plotting capabilities.

The initial version of HiQLab has been developed as a serial code. With this serial version,

simulations of axisymmetric simulations of anchor loss in disk resonators and evaluation of thermoe-

lastic damping in beam resonators have been successfully conducted [37, 114]. In the simulation of

the disk resonators, the experimental results of a class of resonators had large discrepancies with

the simulated results from HiQLab. This difference was assumed to arise from anchor misalignment
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of the post structure. The verification of this claim cannot be conducted by axisymmetric simula-

tions, and a fully 3D simulation was strongly required. As it has been mentioned in Chapter 2, the

modeling of anchor loss through PML can lead to a large linear system of equations that must be

solved. The size of these systems for 3D discretizations can be on the order of millions of degrees

of freedom, which is no longer feasible to solve on a single processor machine with a serial code.

This has initiated the development of the extension of HiQLab to a parallel code that can be run on

multiple processor machines. (The simulation of the disk resonators mentioned here are explained

in more detail along with the results for anchor misalignment in Section 5.3).

PETSc

In order to solve large linear systems on multiple processor machines through parallel computing,

an interface to the library PETSc [21] has been developed. PETSc is a suite of data structures

(e.g.,vectors and matrices) and routines (e.g.,iterative linear solution methods and interfaces to

external direct linear solution methods) built on top of the MPI standard [141] for facilitation of

scalable parallel computing. By using this library, one does not have to manage the low level details

of parallel computing and can manipulate linear algebra objects such as vectors and matrices directly.

In the parallel version of HiQLab, data for the linear system is generated by HiQLab, and stored in

PETSc matrices and vectors for the solution of linear systems.

The details for the solution of linear systems with the proposed geometric multigrid method as

a preconditioner to an iterative method are as follows.

1. Serially construct the required data structure required for the system with HiQLab.

2. Serially partition the data structure with METIS [107], a graph partitioning software, for

efficient data distribution between the parallel processes.

3. In parallel read in the data structure on each process and construct the matrices (including

coarse grid operators and prolongation operators) and vectors in PETSc format.
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4. Solve the linear system with a geometric multigrid preconditioned GMRES. For the smoother,

we can select between the PETSc implemented Gauss-Seidel smoother and our implementation

of the Kaczmarz smoother based on component-averaged row projections [82]. The Chebyshev

smoother of Chapter 2 cannot be selected since no PETSc implementation currently exists. The

coarse grid direct solve was conducted by the packages MUMPS [11] or SUPERLU DIST [62].

To implement this procedure, one has to take into account efficiency and memory available for each

step. The above procedure was selected due to the following design criterion.

• In preliminary attempts, the data structure of the system was not partitioned across processes,

i.e., excluding Steps 1. and 2. This produced bottlenecks at the matrix construction in Step

3. As the size of the linear system increased, the total size of the data structure increased

proportionally, requiring more and more redundant information to be stored on each process.

Thus the preliminary step of serially partitioning the data structure was introduced.

Still this method has its bottleneck, as is exhibited in Section 5.3 in the disk resonator example.

In Step 2, the serial partitioner METIS is invoked. In the stable distributed version METIS 4.0,

there is a restriction on the size of the maximal size of the graph that can be partitioned, due

to the index type of 4 byte integers, restricting the size of arrays possible. The version METIS

5.0 currently under development, has removed this restriction by implementing intg64 t as

the array indexing type, but software compatibility with ParMETIS 3.1 [108] is still not clear

and thus we have selected the use of METIS 4.0 for now.

To increase the size of the system to be partitioned, one can invoke ParMETIS on a lexically

partitioned data structure of the system, or implement METIS 5.0.

To incorporate the geometric multgrid method introduced in Section 2.3 as a preconditioner,

the following components had to be developed.

• Efficient construction of prolongation operators between the grids.
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The prolongation operator is constructed from the method introduced in Section 2.3.2. The

scalability of this scheme is shown in the disk resonator example of Section 5.3.

• Choice of smoother.

An implementation of the Kaczmarz smoother based on component-averaged row projec-

tions [82] has been implemented. It has been shown in Section 2.3.3 that the Kaczmarz

smoother performs non-optimally for 3D elastodynamic problems, with slow convergence. Thus

even though this smoother has been implemented the convergence rate of the overall multigrid

method was slow, as was the implementation in terms of time required for each application.

Thus results for this smoother are not presented and only those of the Gauss-Seidel smoother

are presented. The Chebyshev smoother of Chapter 2 cannot be selected since it has not been

implemented yet in PETSc.

The overall multigrid iteration (e.g., multigrid V-cycle) of projecting residuals and interpolating

errors, and smoothing as well as coarse grid solves are handled by the preconditioner structure for

multigrid PCMG supported by PETSc.

For the computation of eigenvalues through the geometric multigrid preconditioned Jacobi-

Davidson QZ method introduced in Section 2.4, the eigenvalue solver was implemented from scratch

utilizing the linear algebra objects from PETSc. The correction equation was solved using the GM-

RES implemented in PETSc with our implementation of geometric multigrid as the preconditioner.

The steps involved in the whole eigensolve procedure differ from the process of the linear system

solve procedure introduced above only in Step 4 which is replaced with an eigensolve.

Fortunato cluster

To solve the linear system or compute the eigenvalues in parallel with the combined HiQLab

and PETSc setup, the program must be run on a multiple processor machine. Our simulations were

conducted on the Fortunato cluster located at the Swiss Federal Institute of Technology (ETH) in
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Zurich, Switzerland. The specifications of the cluster are summarized below.

Fortunato Cluster specifications

• 16 compute nodes. Each with two dual-core AMD Opteron 2216 processors (theoretical peak

performance of 9.6 Gflops), for a total of 64 cores (theoretical total peak performance of

9.6 Gflops per dual core processor × 2 processors per node × 16 nodes = 307 Gflops). Each

compute node has 16GB of memory for a total of 256GB.

• Nodes are connected via a Quadrics QsNet network which which delivers extreme performance

to communication-intensive applications. (14.4 Gbytes/s bisectional bandwidth).
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5.3 Disk resonator

In this section, the class of contour-mode vibrating disk resonators are examined. These devices

have been fabricated and tested yielding high quality factors Q at frequencies in the MHz to GHz

range [188, 187, 189]. Among the many modes possible, the radial contour modes are of interest

due to their high frequency. A 3D model of the device geometry along with a schematic diagram

of the vertical cross section through the center post is shown in Figure 5.1. The disk resonator

consists of two parts, a disk with radius rdisk and thickness tdisk and a post with radius rpost and

height hpost. By varying the material and geometry of the disk, various resonance frequencies and

modes are possible. A good approximation of these frequencies and modes can be obtained through

a 2D analysis, but these do not give an idea of how the 2D planar motion couples in motion with

the underlying substrate though the post. Proper understanding of the coupling motion between

the disk and underlying substrate is crucial in designing devices with high Q values. It has been

mentioned in the work of Bindel [33] and Hao and Ayazi [89] that the coupling of the 2D planar

motion to the out-of-plane direction through the Poisson ratio, excites motion at the post leading to

energy loss. It has also been pointed out and experimentally verified that a coupling between the 2D

planar modes and out-of-planes modes can lead to increase and decrease in Q. The axisymmetric

simulations conducted by Bindel have been able to predict the quality factor for disks with large radii

but have failed for those with smaller radii. The cause of this has been attributed to a potential

asymmetry induced by a non-central placement of the post, which may lead to degradation in

the mode and Q. The claim that misalignment of the post can lead to Q degradation is further

supported in the experiments conducted by Wang et al. [189]. In their experiments, using their post

alignment technique, disks with posts intentionally misaligned were tested to yield a lowering of the

Q value with increasing misalignment. The explanation given is purely qualitative, such that post

misalignment leads to degradation of the mode. Additionally to these experiments, the effect of

post thickness has also been tested to yield a result of an increase of Q with decrease in the radius
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of the post. In order to investigate the effect of anchor misalignment, one must resort to full 3D

calculations.

The effect of anchor misalignment to the quality factor Q is investigated using the geometric

multigrid method combined with the Jacobi-Davidson QZ (JDQZ) eigensolver. Before the evaluation

of Q, the effectiveness of the geometric multigrid method as a good preconditioner to an iterative

method is first verified. This is followed by verification of the performance of the geometric multigrid

combined JDQZ eigensolver. Finally the results for the sensitivity of Q with respect to anchor

misalignment is presented.
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Resonator 3D model

Resonator cross section rpost
rdisk
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tdisk
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rbd

lpmlPML

Figure 5.1: 3D model of the disk resonator and cross section
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Table 5.1: The 4 levels constructed for the geometric multigrid preconditioned GMRES iteration

Level ndense Number of DOFS nnpw,s at 715.7[MHz] nnpw,s at 1.140[GHz]
1 1.25 49938 8.69 5.45
2 2.5 197574 17.4 10.9
3 5 977115 34.8 21.8
4 10 6140520 69.5 43.6

5.3.1 Geometric multigrid preconditioned GMRES iteration

The performance of the geometric multigrid method is examined through its application as a

preconditioner to GMRES. The disk resonator shown in Figure 5.1 with parameters,

E : 150 [GPa]
ρ : 2330 [kg/m3]
ν : 0.3 [-]

rdisk: 10 [µm]
tdisk: 2 [µm]
rpost: 1 [µm]
hpost: 0.5 [µm]
lbd : 2 [µm]
lpml : 6 [µm]

which is identical to the disk analyzed by Bindel [37] in the axisymmetric case. The device is forced

at three frequencies, {0, 715.7, 1140}[MHz]. These frequencies correspond to the static case, 2nd

radial contour mode, and 3rd radial contour mode. To give an idea of the radial contour mode, the

2nd radial contour mode of this disk resonator is shown in Figure 5.2. The red denotes positive

displacement, and the blue denotes negative displacement. Since the 2nd mode of vibration is

presented, one can see one node in the radial displacement across the disk. Note that as the disk

resonates there is a coupled z direction bending type of motion. It has been mentioned that the

constructive or destructive interaction between these modes can vary the obtained quality factor by

orders of magnitudes [37].

The smoother in the geometric multigrid method is restricted to the Gauss-Seidel smoother,

since our implementation of the Kaczmarz smoother yielded inadequate convergence rates and time

in its application, and the Chebyshev smoother has not yet been implemented in PETSc. Several

levels of the multigrid have been applied to observe mesh independent convergence behavior of the
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Top view: x displacement Top view: z displacement

Side view: x displacement Side view: z displacement

Figure 5.2: The 2nd radial contour mode shape of the 10 µm radius disk resonator

method. 4 grids are constructed with linear element discretization. The 4 levels constructed, and

corresponding number of degrees of freedom for each level is summarized in Table 5.1. ndense is

defined as the approximate number of nodes within a distance of 1 µm, and is a measure of the

discretization. One sees that as the discretization is doubled, the number of degrees of freedom in

the mesh increase by approximately 8. nnpw,s is the number of nodes per discretized shear wave, with

shear wave length λs = 13.0 µm at a frequency of 715.7 [MHz] for this material. The discretization

of the coarse grid was selected so that an adequate representation of the shear wave, which is the
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shortest wave in the system, is close to 8 nodes per wave length for the frequency of 715.7[MHz].

As can be seen from Table 5.1, this results in a discretization of the shear wave on the coarsest grid

smaller than 8 for the frequency of 1.140[GHz]. This low discretization leads to slower convergence

in the multigrid method, as is observed in the simulations. The PML profile of this problem is

selected as linear γ(s) = s.

The geometric multigrid preconditioned GMRES is applied to the linear system of equations

presented in Equation 2.101 (on page 68) with a random right hand side replacing the forcing vector

F. The number of iterations required for the iterative method to reach a preconditioned residual

of 1× 10−10 is presented in in Tables 5.2- 5.4, for varying forcing frequency, number of levels, and

varying PML parameter β. The attained actual residual is presented in parentheses next to the

number of iterations required for GMRES convergence. For an ideal multigrid method, the number

of iterations required to reach this tolerance should not increase with the number of levels used. The

following comments can be made.

• For β = 0 and β = 1, the number of iterations for convergence is independent of the number

of levels used. The performance of the multigrid method deteriorates when β is larger than

1. This complies with the observations made in Section 2.3.3, regarding the selection of PML

parameters for the Gauss-Seidel smoother.

• Due to the coarse level-1 discretization with less than 8 nodes per shear wave length, the

number of iterations for the forcing frequency at 1.14[GHz] is large compared to the case of

715.7[MHz].

• The number of iterations for the forcing frequency of 1.14[GHz] is smaller for β = 1 than

β = 0. This is due to the added shift in the imaginary part of the problematic eigenvalues,

improving the convergence rate, as mentioned in Section 2.3.3.

From the obtained results one can state that for ideal multigrid convergence, the PML parameter β

should be selected at largest 1 for a linear absorbing function profile γ(s) = s. The discretization of
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the coarsest grid should not be made too coarse either.

The scaling behavior of the geometric multigrid with respect to the number of processes is

investigated. The geometric multigrid preconditioned GMRES solver is run for the 4 level case at

the frequency 715.7[MHz] on 8, 16, 32, and 64 processes. When selecting the number of processes to

run, one can also choose how many processes are run per node, with a maximum of 4 processes per

node. This limit exists since the nodes have 2 Dual-core processors per node, resulting in a total of 4

cores. The total time in seconds spent for the solution, including the mesh generation, grid operator

construction, prolongator construction, and iterative linear solve, is presented in Figure 5.3 for the

possible combinations of number of processes and how many cores per node are used. In general

one sees very good scaling since the solution time is approximately halved with a doubling of the

number of processes. The time required for solution is the largest when all 4 cores of the node are

used. This is understandable from the architecture of the Dual-core AMD Opteron processor. The

two cores on each Dual-core processor share the same bus to the memory. Thus when the two cores

are used at once, only half the bus can be allocated to each core on average. On the other hand,

when only two cores which come from separate Dual-core processors on the same node are used at

once, they have separate buses to the memory, resulting in no difference to using one core per node.

With this in mind, one should be able to predict identical performance for the 1 core per node and

2 core per node case, for 8 and 16 processes. It is interesting to see that faster results were obtained

for the 2 core per node case for 16 processes. This may be due to the MPI optimizing performance

by somehow knowing that the two cores on the same node do not have to communicate with each

other through the Quadrics interconnect, but internally within the node.

The speedup with respect to the number of processors is presented in Figure 5.4. The fastest

time in Figure 5.3 has been chosen for each number of processors as the representative time. The

sequential time has been chosen as 8 times that of the 8 processor case. Though one does not have

perfect speedup, one observes fairly good increase in performance with respect to increasing number

of processors.
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Table 5.2: GMRES iterations required to obtain a preconditioned residual of 1× 10−10 for β = 0

Levels 1-2 1-3 1-4

0[MHz] 13(2.3e-07) 10(2.0e-07) 9(3.7e-08)
715.7[MHz](2nd mode) 39(1.0e-09) 42(2.5e-09) 38(5.0e-09)
1.140[MHz](3nd mode) 81(8.1e-10) 98(1.2e-09) 94(8.1e-09)

Table 5.3: GMRES iterations required to obtain a preconditioned residual of 1× 10−10 for β = 1.0

Levels 1-2 1-3 1-4

0[MHz] 22(3.8e-07) 18(2.6e-07) 13(1.6e-07)
715.7[MHz](2nd mode) 49(1.2e-09) 51(1.6e-09) 41(3.3e-09)
1.140[MHz](3nd mode) 71(9.0e-10) 78(4.3e-10) 72(7.9e-10)

Table 5.4: GMRES iterations required to obtain a preconditioned residual of 1× 10−10 for β = 1.2

Levels 1-2 1-3 1-4

0[MHz] 28(3.4e-07) 38(1.1e-06) 101(2.6e-05)
715.7[MHz](2nd mode) 58(1.8e-09) 85(5.7e-09) 160(2.0e-07)
1.140[MHz](3nd mode) 89(1.0e-09) 118(2.8e-09) 195(5.1e-08)
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Figure 5.3: Scaling with respect to number of processors for the solution of the disk resonator, 6
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5.3.2 Geometric multigrid combined JDQZ

To present the ability of the geometric multigrid combined JDQZ method in computing eigen-

values, the same disk resonator presented in the previous section is examined. The eigenfrequency

and corresponding quality factor Q of the 2nd radial contour mode at approximately 715 [MHz] is

computed.

As is observed in the previous section, due to the geometric multigrid method, a restriction

is placed on the selection of PML parameters. For the linear absorbing function profile γ(s) = s,

β is restricted to a maximum of 1. Additionally due to computational constraints, there is also

a restriction on how large one can make the computational domain, i.e., the number of waves in

the PML nwpml. For our 3D simulations, the length of the PML is selected as lpml = 6µm, which

results in nwpml,v = 6/13, since the wave length of the volumetric wave is λv = 13 µm. For the pair

(β, npml,v) = (1, 6/13), a linear absorbing function profile leads to an end termination reflection of

log10(rend) = −1.26.

From the results for the 1D problem presented in Section 2.4.1, regarding the relationship

between the reflection (approximately equal to the energy dissipation error) and quality factor Q,

we can infer that the quality factor will be accurate to within 1 digit of accuracy, as long as the

mesh is fine enough to capture the energy dissipation mechanism.

The 3D simulations are computed using linear, quadratic, and cubic elements with mesh dis-

cretization ndense varying from 1 to 10. ndense is the approximate number of nodes in a distance

of 1 µm. The limit of 10 arises from the limit of the size of a graph that the METIS serial graph

partitioner can handle with quadratic element discretization. The size of the graph at this limit is on

the order of 8 million. For cubic elements, the number of nonzeros exceeded 1.5 billion for ndense ≈ 7

with a graph of size approximately 4 million, which was the limit to which METIS could partition.

For comparison with the 3D results, the same configuration is also simulated under axisymmetric

analysis. The quality factor for the 3D case with respect to the number of degrees of freedom is

presented in Figure 5.5. The frequency and quality factor for both the 3D case and axisymmetric
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case with respect to ndense is presented in Figure 5.6. The following comments can be made about

the results from the 3D simulations.

• For this device and mode of vibration, the mesh discretization for the 3D simulation is not

fine enough to fully capture the energy dissipation mechanism. This is observed from the

comparison with axisymmetric results. Though one can still see that the obtained value of

Q is accurate to within the order of magnitude. With a parallel graph partitioner and more

memory, the accuracy could be driven to convergence. For a given ndense, the Q obtained from

3D analysis resembles those obtained from the axisymmetric analysis.

• The frequency converges quite rapidly analogously to the axisymmetric case. This is because

the disk part of the resonator determines the frequency and not the energy dissipation mech-

anism.

• Cubic elements better model the energy dissipation mechanism compared to linear and quadratic

elements, analogously to the axisymmetric case.

Since a major part of the time of the JDQZ eigensolver is spent in solving the correction

equation, the fast solution of linear systems with the geometric multigrid preconditioned GMRES

iteration will lead to a fast eigenvalue evaluation. The speed of convergence of the desired eigenvalue

depends on how close the initial approximation of the eigenvalue is to the desired eigenvalue. The

same can be said with the initial vector in the JDQZ eigensolver iteration. We have observed that

with a moderately good initial eigenvalue approximation, convergence to the desired eigenvalue can

be obtained within 10 steps, as long as the correction equations are solved to approximately 8 digits

of accuracy. By using the coarser grid eigenvalue and eigenvectors as the initial approximations, as

is explained in Section 2.4.2, the JDQZ eigensolver converges in 1-2 steps, which is a huge gain in

efficiency.
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5.3.3 Sensitivity of Q with respect to post geometry

In this section the effect of post geometry on the frequency and quality factor Q are investi-

gated. The disk resonators fabricated by Wang et al. [189] are simulated and compared with the

experimentally obtained results. The parameters for the disk resonators are,

E : 150 [GPa]
ρ : 2300 [kg/m3]
ν : 0.226 [-]

rdisk: {10,18} [µm]
tdisk: 2.1 [µm]
rpost: {0.8,1.0} [µm]
hpost: 0.8 [µm]
lbd : 2 [µm]
lpml : 6 [µm]

The configuration of the disk is shown in Figure 5.3. The simulations are conducted with cubic

elements and ndense = 7.5, which should yield the most accurate results for frequency and quality

factor Q, subject to the constraints of limited computational resources. A linear absorbing function

profile γ(s) = s with β = 1 is selected. For the disk resonators with rdisk = 10 µm, the 1st, 2nd, and

3rd modes are computed, and for the disk resonators with rdisk = 18 µm, the 2nd and 3rd modes

are computed. These restrictions are set from the capability of the PML in properly absorbing

the outgoing waves. As the frequency becomes lower, the wave length becomes larger, resulting in

a smaller number of waves in the PML layer when the thickness of the PML lpml is fixed. This

leads to less absorption. The end termination reflection for the computed frequencies are presented

in Table 5.5. For this small value of β, one does not need to worry about the effect of interface

reflection, as has been shown in Section 2.2. Since the end termination reflection is fairly large for

the low frequency modes, one can only assume that the order of magnitude of Q will be correct. The

frequency and Q computed by varying the misalignment of the post measured from the center, from

0 to 0.5 µm is presented in Tables 5.6- 5.9. One can make the following comments on the obtained

results.

• Anchor misalignment does not affect the frequency at all. This is contrary to the results

obtained experimentally, where the frequency increases with anchor misalignment. One could
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attribute the variation in experimentally measured frequency to experimental variation, but

we have no method of confirming this.

• Anchor misalignment affects Q only mildly, and not as drastically as with the experimental

values where an order of magnitude difference is observed. Strangely, the Q for the 18 µm disk

in its 3rd mode increases with increase in misalignment.

The mode shape computed for the 18µm disk with anchor misalignment of 0.5µm resonating in its

2nd mode is presented in Figure 5.7. Red denotes positive displacement and blue negative. One

observes from the top view of the disk resonator, that the radial displacement mode shape does not

change at all. The computed frequency is mostly defined by the type of motion in the disk portion

of the resonator. Since there is no change in the computed frequency with post misalignment, it is

expected that the mode shapes do not change either. The zero change in frequency with increasing

post misalignment infers this. The z direction displacement mode does change slightly. By looking

at the x direction from the side, one sees large horizontal movement in the post. With a small post

misalignment, the radial contour mode of the disk does not change at all, and the more compliant

stem essentially tags onto the motion of the disk and moves horizontally.

As it has been shown in Section 5.3.2, the convergence of the frequency can be attained quite

easily. Since the frequency of the resonator is mostly defined by the disk portion of the resonator,

sufficient discretization of the disk leads to accurate results in the frequency. In the simulations

results we have presented here, though the quality factors may not be fully converged, we can

believe that the frequencies are converged due to their lack of change with respect to increase in

post alignment, i.e., if the frequencies were not converged one should see some change in the frequency

with respect to change in geometry.

One possible cause for the large difference in behavior of frequency and quality factor Q can

be attributed to the nonlinear effects induced by the DC bias voltage required for electromechanical

coupling. Another cause can arise from the simplified geometry that we have assumed for the
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computational simulations. The experimentally fabricated structures have a post which extends

from the substrate up through the disk sticking out from the top surface of the disk. This elongated

post is due to the fabrication process used to fabricate the structures. We have neglected this

portion under the engineering assumption that the effect is negligible. It has been noted in the

experiments that anchor misalignment has lead to smaller pull-in DC bias voltages, which could be

due to asymmetry induced by the anchor misalignment. Such behavior could also have an effect

on electrical stiffness which can change the resonance frequency slightly. The part of the post that

extends above the fabricated disks may contribute to a non-negligible inertial effects when they are

placed off-center, leading to a change in resonance mode and frequency.

An additional axisymmetric simulation has been conducted to investigate the change in quality

factor Q with respect to the change in post radius. The quality factor of a disk with radius rdisk =

18 µm with varying post radius {1.0, 0.9, 0.9} µm has been computed. The results are presented in

Table 5.10. The obtained quality factors match the trend observed in the experiments. With regards

to the frequency, again there is no change at all in the simulations contrary to the experimental

results.

Table 5.5: End reflection for PML with β = 1 and lpml = 6 µm

Disk Mode Frequency[MHz] λv nwpml,v log10(rend)

rdisk = 10µm 1st mode 264.0 32.8 0.183 -0.499
rpost = 0.8µm 2nd mode 706.5 12.3 0.488 -1.33

3rd mode 1113 7.79 0.770 -2.10
rdisk = 18µm 2nd mode 393.8 22.0 0.273 -0.745
rpost = 1.0µm 3rd mode 626.1 13.8 0.435 -1.19
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Table 5.6: Disks with radius 10 µm, frequency[MHz]

Misalignment 0 [µm] 0.10[µm] 0.25[µm] 0.50[µm]
sim. exp. sim. exp. sim. sim.

1st mode 264.0 273.6 - 274.0 264.0 264.0
2nd mode 706.5 734.6 - 736.0 706.5 706.5
3rd mode 1113 - - - 1113 1113

Table 5.7: Disks with radius 10 µm, Quality factor

Misalignment 0 [µm] 0.10[µm] 0.25[µm] 0.50[µm]
sim. exp. sim. exp. sim. sim.

1st mode 2.132 ×104 9.750 ×103 - 2.020 ×103 2.047 ×104 1.823 ×104

2nd mode 2.914 ×103 7.890 ×103 - 9.80 ×102 2.738 ×103 2.384 ×103

3rd mode 4.415 ×102 - - - 4.401 ×102 4.394 ×102

Table 5.8: Disks with radius 18 µm, frequency[MHz]

Misalignment 0 [µm] 0.25[µm] 0.50[µm]
sim. exp. sim. exp. sim. exp.

2nd mode 393.8 405.2 393.8 405.8 393.9 407.1
3rd mode 626.1 645.0 626.1 646.6 626.1 -

Table 5.9: Disks with radius 18 µm, Quality factor

Misalignment 0 [µm] 0.25[µm] 0.50[µm]
sim. exp. sim. exp. sim. exp.

2nd mode 7.900 ×103 5.551 ×103 7.429 ×103 1.460 ×103 6.325 ×103 6.05 ×102

3rd mode 2.016 ×103 5.730 ×103 2.136 ×103 1.078 ×103 2.474 ×103 -
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Table 5.10: Disks with radius 18 µm, 2nd mode

Radius of post 1.0[µm] 0.9[µm] 0.8[µm]
sim. exp. sim. exp. sim. exp.

Q 8.482 ×103 5.551 ×103 1.233 ×104 1.174 ×104 1.842 ×104 1.466 ×104

Frequency[MHz] 393.7 405.2 393.6 404.6 393.6 404.1

Top view: x displacement Top view: z displacement

Side view: x displacement Side view: z displacement

Figure 5.7: The 2nd radial contour mode shape of the 18 µm radius disk resonator with a post
misalignment of 0.5 µm
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5.4 Dielectric transduced resonator

In this section a resonator forced into motion by internal dielectric transduction is presented

to illustrate the applicability of efficient reduced modeling of electromechanically coupled systems

through equivalent circuit parameter extraction.

In Section 4.2, the mechanism of electrostatic transduction through a time varying AC voltage

superposed onto a DC bias voltage was introduced. The efficiency of electromechanical coupling

across an electrostatic gap can be approximated by the parallel plate assumption by,

η ≈ εrε0AVdc

g2
0

, (5.1)

where ε0 is the permittivity of vacuum, εr is the relative permittivity of the material in the electro-

static gap, A is the surface area of the parallel plates, g0 is the gap distance, and Vdc is the DC bias

voltage. In initial designs of electrostatically actuated resonators, the gap was filled with air, with

the idea of reducing the coupling between the resonator and surrounding environment for less energy

loss and higher quality factor [189]. With air filled gaps, high electromechanical coupling η was only

possible by decreasing the gap g0 and increasing the DC bias voltage Vdc. But such a method is

limited in the applicable Vdc and g0 due to a pull-in voltage instability or breakdown. The possible

gap size g0 is also limited by the fabrication process, since these air gaps are opened by a chemical

release removal process of the sacrificial oxide originally filling the air gaps. With smaller gaps, the

sacrificial oxide becomes difficult to remove due to infinite diffusion times required for the etchant

to reach the oxide [131].

A new idea introduced to circumvent this problem is to fill the gaps with dielectric material [131,

100, 48, 49]. Dielectric filled gaps can increase the electromechanical coupling by increasing the

relative permittivity εr and by allowing smaller gaps, since a pull-in voltage no longer exists. The

applicable DC bias voltage Vdc is then limited by dielectric breakdown, which is on the same order

as the pull-in voltage for air gaps, so an overall increase in electromechanical coupling η can be

obtained. Dielectrically filled gaps also have the advantage of increasing the yield in the fabrication
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process by eliminating the sacrificial oxide layer removal step.

The insertion of dielectric material in the gaps however, leads to a coupling between the res-

onator and actuating electrodes, which did not exist in the case of air gaps. One approach to

decreasing the coupling is to place the dielectrically filled gaps at the nodes of the vibrational mode

of the resonator [131, 100]. Another approach is to incorporate the placement of the dielectric gap

directly into the mode shape of the resonator [49]. In either case, an analysis incorporating the

resonator, the dielectric filled gaps, and the electrodes are required for estimating the behavior of

these devices. The variational framework presented in Section 4.3 can be applied to these devices to

estimate the quality factor Q and frequency as well as the equivalent circuit parameters one desires

for efficient simulations.

To illustrate the applicability of the proposed method, the 2D planar resonator depicted in

Figure 5.8 is analyzed. The width of the resonator in the x direction is 12[µm], the length in the y

direction is 90.4[µm], and thickness in the z direction is 2[µm]. The resonator consists of three parts,

electrically separated by two strips of dielectric material, but mechanically coupled. These dielectric

strips are 0.025[µm] thick. The resonator connects to the substrate through six serpentine anchors.

which also serve as a path for voltage excitation. The resonator is actuated by applying a DC bias

voltage on the center piece and applying a time varying voltage across the dielectric gap. The device

can be actuated either in a single port configuration or two port configuration depending on the

circuitry surrounding the resonator. The location of the anchors were determined by placing them at

the maximal strain locations, which are the anti-nodes of a vibrational mode. The vibrational mode

that this device is designed for is a y directional longitudinal mode. The mode shape is clarified in

the eigenfrequency and mode analysis presented. The resonator is fabricated from Poly-Silicon, and

the dielectric material is set as Hafnium Oxide with relative permittivity of 25.

First, the mode shape and corresponding quality factor of the mode of interest is computed

and presented. This is followed by equivalent circuit parameter extraction by the two methods

proposed in Section 4.6, and their accuracy is investigated by comparing the admittance obtained
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Figure 5.8: Resonator mesh and mode shape at 139.5[MHz]

from these two models with the full finite element model. The section is closed with a computation

of the insertion loss of the resonator in 1-port and 2-port configuration, with both the full model

and equivalent circuit parameter model for comparison.

5.4.1 Frequency and quality factor evaluation

The mesh of the discretized resonator along with the mode shape at approximately 140[MHz]

is shown in Figure 5.8. The model has 71784 degrees of freedom including both mechanical and

potential degrees of freedom. The mode of vibration has 3 nodes along the y direction. The

dielectric material strips are placed at the anti-nodes for better electromechanical coupling. The

obtained frequency and Q for the mode are,

f = 1.3954× 108 + 4.8723× 101i [Hz], (5.2)

Q = 1432000. (5.3)

From the mode, one can see that extension and contraction in the y direction leads to motion in the

supporting beams and energy dissipation into the substrate.
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5.4.2 Equivalent parameter estimation

Req Ceq Leq

C0,eq

Equivalent circuit representation

Mechanical resonator

Figure 5.9: Schematic of a resonator in 1-port configuration

The equivalent circuit parameters for the mode of vibration shown in Figure 5.8 can be esti-

mated from the method presented in Section 4.6. The resonator is assumed connected in a 1-port

configuration, shown in Figure 5.9, along with its equivalent circuit representation. The top and bot-

tom part are assumed to be of equal potential. In Section 4.6, two methods of equivalent parameter

extraction were presented. The values obtained from method 1 are,

Leq = 11.54 [H], (5.4)

Ceq = 0.1127 [aF], (5.5)

Req = 6.968 [kΩ], (5.6)

C0,eq = 0.4250 [pF]. (5.7)
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The values obtained from method 2 are,

Leq = 11.54 [H], (5.8)

Ceq = 0.1127 [aF], (5.9)

Req = 6.968 [kΩ], (5.10)

C0,eq = 0.9917 [pF]. (5.11)

One sees that the only difference lies in the static capacitance term. The admittance of the resonator

defined as,

Y (ω) :=
I

V
, (5.12)

is computed from the full model with 71784 degrees of freedom and the equivalent circuit models

obtained from method 1 and 2 with one degree of freedom. Recall that method 1 involves projection

of both mechanical and potential degrees of freedom onto the eigenmode, as opposed to method 2

which involves a Schur complement of the potential degrees of freedom followed by a projection of

the mechanical degrees of freedom on the mechanical part of the eigenmode. The admittance and

phase angle are shown in Figures 5.10 and 5.11. One sees that the equivalent circuit model obtained

from method 1 is offset and not accurate. On the other hand, the relative accuracy of the equivalent

circuit parameter model obtained from method 2 over this region is 10−4. These results imply that

method 2 should be chosen to obtain the equivalent circuit parameters.

The time required to compute the 100 data points across this frequency range for the full model

is 5 minutes compared to seconds for the equivalent circuit model. For a fair comparison, one must

include the time required to obtain to compute the equivalent circuit parameters, which is 2 minutes.

Note that the difference between these timings increases linearly with the increase in the number of

desired sampling points. Thus one sees that the equivalent circuit model performs well in terms of

both time and accuracy.

It has been mentioned in Equation (5.1) that varying of the parameters, the DC bias voltage Vdc,

the relative permittivity of the dielectric gap material εr, the surface area A, and the gap distance
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Figure 5.10: Admittance of the resonator obtained from 1st projection method. The solid line
is obtained from the full model and the diamond glyphs are obtained from the equivalent circuit
parameters.
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Figure 5.11: Admittance of the resonator obtained from 2nd projection method. The solid line
is obtained from the full model and the diamond glyphs are obtained from the equivalent circuit
parameters.
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g0 can change the electromechanical coupling η, leading to reduction in the motional resistance

Req. Due to the geometry of the dielectric gaps, the behavior of these gaps can be approximated to

some extent as an electromechanical parallel plate capacitor with dielectric material inserted. The

motional resistance for the electromechanical parallel plate capacitor is,

Req :=

√
mk

η2Q
=

√
mk

Q

(
g2
0

εrε0AVDC

)2

. (5.13)

The effect of change in several parameters are displayed here. The base parameters for the analysis

are,

εr = 25, (5.14)

VDC = 10, (5.15)

tlayer = 2 µm, (5.16)

g0 = 0.025 µm. (5.17)

In each case only one parameter is varied to see its effect on the motional resistance.

• Table 5.11: εr ∈ {25, 50, 100}.

As the relative permittivity is doubled, the motional resistance decreases by a factor of 4. This

displays the quadratic dependence of the motional resistance on the relative permittivity.

• Table 5.12: VDC ∈ {10, 20, 40}.

As the DC bias voltage is doubled, the motional resistance decreases by a factor of 4. This

displays the quadratic dependence of the motional resistance on the DC bias voltage.

• Table 5.13: tlayer ∈ {2, 4, 8} µm.

As the thickness of the device is doubled, the motional resistance decreases by a factor of 2.

A doubling of the thickness equals doubling of the area A, and linear dependence contradicts

the prediction of quadratic dependence of motional resistance on the area. This is due to the

2D aspect of this problem. As the thickness is increased by 2, the mass and stiffness increase

by 2, canceling the quadratic effect of the increase in area.
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• Table 5.14: g0 ∈ {0.025, 0.050, 0.100} µm.

As the thickness of the gap is increased the motional resistance increases by a factor of 4. This

contradicts the prediction of quartic dependence of the motional resistance on the the gap size.

The quality factor Q is not a source of this strange behavior, since the Q value only changes in

the 3rd or 4th digit due to the change in gap size. The cause of this quadratic dependence lies

in the coupling between the gap location and amount of motion. As the gap is doubled, the

motion of the parallel plate also doubles, leading to more motional current and less resistance.

This leads to a cancellation of the quartic dependence.

From these results, one can see that the parallel plate approximation proves useful to a certain

degree, but is not capable of predicting trends such as those seen in the quadratic dependence of

gap distance.

Table 5.11: Varying the relative permittivity

εr 25 50 100
Req 6.968×103 1.741×103 4.349×102

Table 5.12: Varying the DC Bias voltage

VDC 10 20 40
Req 6.968×103 1.740×103 4.325×102

Table 5.13: Varying the thickness

tlayer 2µm 4µm 8µm
Req 6.968×103 3.484×103 1.742×103

Table 5.14: Varying the gap size

g0 0.025 µm 0.050 µm 0.100 µm
Req 6.968×103 2.792×104 1.119×105
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5.4.3 Insertion loss

Here the insertion loss due to the resonator is computed with the full model and the estimated

equivalent circuit parameters to display the accuracy and efficiency of the model reduction.

The schematic shown in Figure 5.12 is used to explain the definition of insertion loss. A circuit

with a time varying AC voltage VAC and load resistor RL with a mechanical resonator inserted is

depicted. The AC voltage pumps power into the load resistor per cycle. Insertion loss is defined as

the decrease in the power supplied to the load resistor by insertion of the mechanical resonator. The

original power supplied is,

P0 =
1

2

|VAC|2
RL

, (5.18)

since the voltage across the load resistor is VAC. Let the voltage across the load resistor be VL after

insertion of the mechanical resonator. Now the power supplied is,

P =
1

2

|VL|2
RL

; (5.19)

the ratio between the two in dB is defined as the insertion loss,

I.L. := 10 log10

(
P0

P

)
(5.20)

= 20 log10

|VAC|
|VL|

. (5.21)

The transmission is defined as the negative of this quantity,

Transmission := −I.L. (5.22)

= 20 log10

|VL|
|VAC|

. (5.23)

1-port configuration

The insertion loss of the resonator in the 1-port configuration shown in Figure 5.9 is computed

from the full model and with the equivalent circuit model with the parameters computed in Sec-

tion 5.4.2 with method 2. Given the equivalent circuit parameters, the transmission for this system
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VAC RL

Mechanical resonator

Figure 5.12: Schematic of a resonator in a circuit for measuring insertion loss

is written as,

Y (ω) := iωC0,eq +
1

1

iωCeq
+ iωLeq +Req

, (5.24)

Transmission = 20 log10

(
RL

RL + 1/Y (ω)

)
. (5.25)

The computed transmission with a load resistor of 50 [Ω] is shown in Figure 5.14. The relative

accuracy of the equivalent circuit model is 3 to 4 digits, and the timing results are the same as for

the computation of the admittance presented in Section 5.4.2.

2-port configuration

The insertion loss of the resonator in the 2-port configuration shown in Figure 5.13 is computed

from the full model and with the equivalent circuit model with the parameters computed in Sec-

tion 5.4.2 with method 2. The top, middle, and bottom part of the resonator are all set at different

potentials. Since the mode of interest is symmetric in motion with respect to the center of the

resonator, one can easily compute the equivalent circuit parameters for the two port configuration.

These values are shown in Figure 5.13. The factor of 4 arises, from the square of the halving of the
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electromechanical coupling coefficient. In the 2-port configuration there is only half of the mechani-

cal coupling to the top and bottom part. Given the equivalent circuit parameters, the transmission

for this system is written as,

Y1(ω) :=
1

4

(
1

iωCeq
+ iωLeq +Req

) , (5.26)

Y2(ω) := iω
C0,eq

2
, (5.27)

Transmission = 20 log10


−

Y1(ω)

Y1(ω) + Y2(ω) +
1

RL


 . (5.28)

The computed transmission with a load resistor of 50 [Ω] is shown in Figure 5.15. The relative

accuracy of the equivalent circuit model is 4 to 5 digits, and the timing results are the same as for

the computation of the admittance presented in Section 5.4.2.

Effect of DC bias voltage and relative permittivity

The effect of changing the DC bias voltage VDC and the relative permittivity εr are presented.

The transmission of the resonator in a 2-port configuration with a load resistor of RL = 50 [Ω] for

varying DC bias voltage and relative permittivity is computed.

• Figure 5.16 top: εr ∈ {25, 50, 100}.

An increase in the relative permittivity reduces the insertion loss.

• Figure 5.16 bottom: VDC ∈ {10, 20, 40}.

An increase in the DC bias voltage reduces the insertion loss. The increase in voltage leads to

mechanical softening and a decrease in the eigenfrequency.
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Figure 5.13: Schematic of a resonator in 2-port configuration
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Figure 5.14: Transmission of the resonator in 1-port configuration. The solid line is obtained from
the full model and the diamond glyphs are obtained from the equivalent circuit parameters.
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Figure 5.15: Transmission of the resonator in 2-port configuration. The solid line is obtained from
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diamond glyphs are obtained from the equivalent circuit parameters.
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5.5 Michigan free-free beam resonator and ring resonator

Here, we present two examples which will elucidate and verify the theoretical formulation pre-

sented in the Chapter 3. The TED contribution to the quality factor Q of the Michigan Free-Free

Beam [98], which has been designed to minimize anchor loss, is computed by the normal, SOAR,

and structure preserving ROM, SOAR-S, and compared with experimental results. The structure

preserving ROM, SOAR-S, yields results which are up to an order of magnitude better than the

normal, SOAR, only requiring the same computational effort. The time required to evaluate the

transfer function with the two ROMs can be up to 60 times faster than evaluation of the full model.

The accuracy of the reduced order model in evaluating the combined effects of TED and PML on a

non-beam like geometry is portrayed by a ring resonator example. Due to this irregular geometry

and the mode of vibration, a through thickness mode, the classical Zener’s formula is inapplicable.

5.5.1 Michigan Free-Free Beam (TED)

A schematic of the Michigan Free-Free Beam (MFFB) is shown in Figure 5.17. The main

structure of the 2D planar resonator is the 39.8µm× 2µm beam in the center, which is actuated by

in-plane electrostatic forces at the middle. This beam is designed to vibrate in an in-plane flexural

mode similar to its 1st fundamental mode at a frequency of 100 [MHz]. This mode is shown in

Figure 5.18, where the colors represent the thermal fluctuations from a reference temperature. Red

represents positive and blue represents negative fluctuations. Since the exact material properties of

the polysilicon used in the fabricated device are unknown, we use the values summarized earlier in

Table 3.1. The thickness of the device is reported to be 2µm, which allows the use of a 2D plane

stress assumption.

In evaluating the transfer function, we use a fine finite element discretization of 60318 DOFs.

The accuracy of three ROMs produced from SOAR iterations at an expansion point of s0 = i9.5926×

106 are compared with the full model: (a) a 2-DOF SOAR(2) ROM produced from two iterations
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of SOAR, (b) a 4-DOF SOAR-S(4) ROM produced from two iterations of SOAR and structure

preservation, and (c) a 4-DOF SOAR(4) ROM produced from four iterations of SOAR. The purely

mechanical forcing vector is assumed equal to the sensing vector; i.e., bu = lu with zero thermal

vectors. The 1-norm condition number of the dynamic stiffness matrix K + s0C + s20M at the

expansion frequency s0 is O(108).

Figure 5.19(a) shows the mechanical transfer function for the full model and ROMs centered

at the expansion frequency which is indicated by the dotted line. All plots lie on top of each

other with QTED = 13861 for the peak. Comparing this with the experimentally obtained value of

Qexp = 10743, we see that the model predicts the actual value relatively close, validating our method.

It is clear that we have extremely high accuracy for all ROMs, even with a small number of DOFs,

since all results overlap each other. The relative error of the ROMs are shown in Figure 5.19(c),

where all ROMs have more that 4 digits of accuracy. Comparison between SOAR(2) and SOAR-

S(4) show increased accuracy by the split basis, though the difference is not substantial due to the

weak coupling between the mechanical and thermal domains. To confirm this claim, the transfer

function is computed for the case when ξ1, the non-dimensionalized constant representing the degree

of coupling, is increased by an order of magnitude. The transfer function and relative error of the

ROMS are shown in Figures 5.19(b),5.19(d). It is clear that structure preservation becomes more

advantageous when the coupling is increased. Comparison between the SOAR-S(4) and SOAR(4)

ROM, which both have 4-DOFs, show that more accuracy can be attained at the expense of an

additional two SOAR iterations.

5.5.2 Ring Resonator (TED+PML)

The performance of the ROM in evaluating non-beam like systems involving TED and TED/anchor

loss is displayed in the ring resonator device shown in Figure 5.20(a). The 2D planar poly-silicon ring

is supported on two ends by beams. The device is actuated by electrostatic forces on the perimeter

of the ring in the radial direction. Among the wide range of operating frequencies, we select one in
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Figure 5.18: Michigan Free-Free Beam Deformed Shape

which the resonator has relatively low insertion loss and vibrates in a mode shown in Figures 5.20(b)-

5.20(c). The magnitudes of the x, y displacements and thermal fluctuations are represented by the

colors, red for positive and blue for negative values.

The discretization that we select results in a 98274 DOF system. The transfer function obtained

at a center frequency of 618.221[MHz] for the TED system is shown in Figure 5.21. The dotted line

again denotes the expansion frequency for the ROMs which is equal to the center frequency. The

1-norm condition number of the dynamic stiffness matrix K+s0C+s20M at the expansion frequency

s0 is O(106). The ROMS used have 32 DOFs. Thus, 32 SOAR iterations are needed to produce

the SOAR(32) ROM and 16 iterations are needed to produce the SOAR-S(32) ROM. It is seen

from the transfer function, that both ROMs perform well. Evaluation of the plot, consisting of

200 data points across the range, takes a little under an hour for the Full Model, compared to

approximately a minute for the ROMs (on an Intel(R) Xeon(TM) 3.06GHz CPU). Considering the

amount of accuracy achieved and time saved, the efficiency of the ROMs is clear. The relative

errors with respect to the full model of the ROMs are displayed in Figure 5.22, where both produce

on average 11 digits of accuracy around the expansion point. Locally around the expansion point,
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Figure 5.19: Transfer function and relative error of the Michigan Free-Free Beam under weak and
strong coupling

we see that structure preservation obtains slightly better accuracy than blindly expanding the size

of the ROM. It should be emphasized that SOAR-S(32) requires only half as many iterations as

SOAR(32). For this case, one cannot argue that SOAR-S(32) takes half the time of SOAR(32) to

compute, since a direct method is used to apply the operator Ks0 in producing the second order

Krylov subspaces in Equations 3.56 and 3.57. For direct methods, a majority of the time is spent

in the LU factorization required to apply the inverse of the operator Ks0 . Still the application of the

inverse operator through an upper and lower triangular solve required at each step of the expansion
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of the second order Krylov subspace is non-negligible. One still does get a speed up of some degree

depending on the ratio between the time required for the LU factorization and the time required

for the upper and triangular solve which depends on the sparse direct solve algorithm. When an

iterative method is applied instead of a direct method, one can argue that SOAR-S(32) requires

half the time of SOAR(32), since the time required to produce the second order Krylov subspace is

proportional to its size.

Next we compare the accuracy of the ROMs for computing the transfer function of a device

incorporating both TED and anchor loss. This results in solving a complex symmetric system of

equations. The transfer function for the full model and ROMs evaluated at a center frequency of

618.221[MHz] are shown in Figure 5.23. The dotted line again denotes the expansion frequency for

the ROMs which is equal to the center frequency. The number of DOFs for the ROMs are matched

to 32 requiring 32 SOAR iterations to produce the SOAR(32) ROM, 16 for the SOAR-S(32) ROM

and SOAR-R(32) ROM, and 8 for the SOAR-RS(32) ROM. The accuracy of the ROMs are clear

and taking into consideration that the time required for evaluation is similar to the TED case, we

can extend our claim on the efficiency of the ROM to the TED/anchor loss case.

By examining the ROMs relative errors displayed in Figure 5.24, we see that locally in the

neighborhood of the expansion point, the SOAR-RS(32) ROM is the most accurate. Though the

SOAR-R(32) and SOAR-S(32) are also quite accurate, they do not do as well as the SOAR-RS(32),

since 2k moments match only under this form. Thus if one considers the time required for a desired

accuracy locally around the point of expansion, we can claim that the SOAR-RS(32) can be up to

4 times as fast as the SOAR(32) when an iterative method is used to apply the inverse operator in

generating the second-order Krylov subspace. This is because SOAR-RS(32) only requires 8 SOAR

iterations compared to SOAR(32) which requires 32 SOAR iterations.



249

4*5

[µ 687

9;:=<?>�@BADC�EF<

GIH JFKLG#<%M�C	J�N�@�C	A O PQR ST

4*54VU

WXY[ZZY

(a) Ring Resonator Schematic

−100 −50 0 50 100
−100

−80

−60

−40

−20

0

20

40

60

80

100

(b) x displacement at 618.22 MHz

−100 −50 0 50 100
−100

−80

−60

−40

−20

0

20

40

60

80

100

(c) Thermal fluctuation at 618.22 MHz
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(d) y displacement at 618.22 MHz

Figure 5.20: A schematic of the ring resonator and its vibrational mode at 618.22 [MHz]
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Figure 5.21: Ring Resonator Bode plot (TED)
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Figure 5.22: Ring Resonator Error plot (TED)
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Figure 5.23: Ring Resonator Bode plot
(TED/Anchor Loss)
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Figure 5.24: Ring Resonator Error plot
(TED/Anchor Loss)
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5.6 Conclusion

In this chapter, the simulation of a disk resonator, a dielectric transduced resonator, a free-free

beam resonator, and a ring resonator have been presented, each exhibiting special features of the

technology that has been developed to efficiently simulate damping behavior in MEMS devices.

Through the disk resonator example, the applicability of our proposed geometric multigrid

method for solving complex-symmetric linear systems arising from time-harmonic elastodynamics

with the application of PML, is confirmed. Though the method cannot solve linear systems with

arbitrary PML parameters, i.e., β > 1 for a linear absorbing function profile, sufficient results can

still be obtained under this limitation for resonators operating in the MHz to GHz range. As long

as the coarsest grid in the multigrid has sufficient fineness, the method displays fast convergence.

Under this condition, the method only requires under 50 preconditioned GMRES iterations for a

relative residual of 1 × 10−10 and this number of preconditioned GMRES iterations increases very

mildly with respect to an increase in the number of degrees of freedom of the fine grid. The compute

time required for a solution also scales relatively well with respect to the number of processors; for

a problem with 6 million degrees of freedom, increasing the number of processors from 8 to 64 by a

factor of 8 decreases the compute time by a factor of 4. This is a large improvement compared to

the current technology where no methods have been proposed for efficient solution of the large scale

complex-symmetric linear system arising from the application of PML. The geometric multigrid

preconditioned Jacobi-Davidson QZ eigensolver proposed inherits the fast convergence and scalable

behavior of the geometric multigrid method, enabling the first 3D computations of the quality

factor for the disk resonators. 3D simulations have allowed us to model post misalignment in disk

resonators, to confirm the claims made on its effect of degrading the quality factor Q. Simulation

results reveal that from a purely mechanical perspective, the anchor misalignment is an infinitesimal

perturbation, slightly effecting the quality factor. This suggests that other mechanisms such as the

electromechanical coupling introduced by the DC bias voltage may play a role in the quality factor
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degradation. Such investigations should be considered.

The dielectric transduced resonator has exhibited the validity of the variational approach to

the electromechanically coupled system and the method of equivalent parameter extraction. The

extracted equivalent circuit parameters are highly accurate (relative accuracy of 4 digits in the

transfer function) and capable of modeling the resonator in the vicinity of its resonance with just

one degree of freedom Evaluation of the transfer function with this equivalent circuit model requires

only seconds compared to minutes for the full model. The time required to evaluate the equivalent

circuit model parameters can be amortized over the number of times the equivalent circuit model

parameters are reused. For this device, it has also been shown that simple parallel plate assumptions

can give false results, such as the discrepancy between the parallel plate model which if falsely applied

predicts quartic dependence of the motional resistance to the gap size, as opposed to the actual

quadratic dependence. The proposed simulation framework can analyze and extract equivalent

circuit parameters from devices with arbitrary geometry and forcing patterns.

To display the effectiveness of structure preserving reduced order modeling, the free-free beam

resonator and ring resonator have been simulated. In terms of the time required to simulate the

transfer function across a specified range, the reduced order is superior by an order of magnitude

in time compared to evaluation of the full model, and has sufficiently good accuracy. For the

thermoelastic coupled problem at the MEMS scale, the structure preservation does not have such a

high gain in accuracy. But as it has been displayed, for a system with coupling an order of magnitude

larger between the thermal and mechanical domain, the structure preserving reduced order model

achieves several orders of magnitude higher accuracy. There is no restriction to the geometry that

our structure preserving reduced order model is applicable to, and this is displayed through the

reduced order modeling of the ring resonator.
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Appendix A

Derivations for Thermoelastic

damping

Lemma A.0.1 Define the matrix valued functions f, g : C → CN×N ,

g(s) =
(
I− sA− s2B

)
(A.1)

f(s) = g(s)−1 (A.2)

where A,B ∈ CN×N . Then the coefficients En ∈ CN×N of the Taylor series expansion of f(s) at

s = 0,

f(s) =

∞∑

n=0

Ensn , (A.3)

are given by the recursion,

E0 = I (A.4)

E1 = A (A.5)

En = AEn−1 + BEn−2 (n ≥ 2) (A.6)

= En−1A + En−2B (n ≥ 2) . (A.7)
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Proof Since g(s) is of second order, all derivatives of order 3 and higher are zero. Evaluating

these at s = 0, we have,

g(0) = I, g′(s) = −A, g′′(s) = −2B .

By taking the derivatives of the equation f(s)g(s) = g(s)f(s) = I, and evaluating them at s = 0,

we obtain the recursion,

f(0) = I

f ′(0) = A

f (n)(0) = nf (n−1)(0)A + n(n− 1)f (n−2)(0)B

= Anf (n−1)(0) + Bn(n− 1)f (n−2)(0) .

Since the coefficients of the Taylor series are defined as,

En =
1

n!
f (n)(0) ,

the recursion relation holds. �

Lemma A.0.2 A matrix P that satisfies P2 = P is defined as a projector onto span(P). Given

matrices X,Y,K, we define the projectors,

P = X (Y∗KX)−1 Y∗K (A.8)

Q = KX (Y∗KX)−1 Y∗ , (A.9)

where (Y∗KX) ,K are assumed invertible. Then,

Px = x for any x ∈ span(X)

y∗Q = y∗ for any y ∈ span(Y)

. (A.10)

It is easily verified that these two matrices P,Q satisfy the condition stated above for a projector,

and project onto span(X), span(Y) respectively.

Proof This Lemma is a well known fact and is stated without proof.
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Lemma A.0.3 Let matrices be defined as in Equations (3.27, A.8, A.9) and

Ar = −K−1D Br = −K−1M Al = −DK−1 Bl = −MK−1

Ar,R = −K−1
R DR Br,R = −K−1

R MR Al,R = −DRK−1
R Bl,R = −MRK−1

R

. (A.11)

Then,

XK−1
R bR = PK−1b (A.12)

XAr,R = PArX (A.13)

XBr,R = PBrX (A.14)

l∗RK−1
R Y∗ = l∗K−1Q (A.15)

Al,RY∗ = Y∗AlQ (A.16)

Bl,RY∗ = Y∗BlQ . (A.17)

Proof By Equation (A.8), we have

XK−1
R bR = X (Y∗KX)

−1
Y∗ (KK−1

)
b

= PK−1b

XAr,R = XK−1
R DR = X (Y∗KX)−1 Y∗ (KK−1

)
DX = PK−1DX

= PArX

XBr,R = XK−1
R MR = X (Y∗KX)

−1
Y∗ (KK−1

)
MX = PK−1MX

= PBrX .
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Similarly, by Equation (A.9), we have

l∗RK−1
R Y∗ = l∗

(
K−1K

)
X (Y∗KX)−1 Y∗

= l∗K−1Q

Al,Rl∗ = DRK−1
R Y∗ = Y∗D

(
K−1K

)
X (Y∗KX)

−1
Y∗ = Y∗DK−1Q

= Y∗AlQ

Bl,RY∗ = MRK−1
R Y∗ = Y∗M

(
K−1K

)
X (Y∗KX)

−1
Y∗ = Y∗MK−1Q

= Y∗BlQ .

�

Lemma A.0.4 Let {Ei}∞i=0 be the sequence of matrices defined in Lemma A.0.1. Then,

Ei+j = EiEj + Ei−1BEj−1 (A.18)

for all i, j ≥ 1. If we define,

E−1 = 0 (A.19)

then the relation holds for all i, j ≥ 0.

Proof We prove this by induction. For i, j = 1,

E2 = E1E1 + E0BE0 = A2 + B .

Assume the relation holds for 1 ≤ i ≤ k and 1 ≤ j ≤ r. From Equation (A.6),

E(k+1)+r = AEk+r + BEk+r−1

= A
(
EkEr + Ek−1BEr−1

)
+ B

(
Ek−1Er + Ek−2BEr−1

)

=
(
AEk + BEk−1

)
Er +

(
AEk−1 + BEk−2

)
BEr−1

= Ek+1Er + E(k+1)−1BEr−1 ,
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and we see that the relation holds for 1 ≤ i ≤ k + 1 and 1 ≤ j ≤ r. Similarly, from Equation (A.7),

Ek+(r+1) = Ek+rA + Ek+r−1B

=
(
EkEr + Ek−1BEr−1

)
A +

(
EkEr−1 + Ek−1BEr−2

)
B

= Ek
(
ErA + Er−1B

)
+ Ek−1

(
Er−1A + Er−2B

)

= EkEr+1 + Ek−1BE(r+1)−1 ,

and we see that the relation holds for 1 ≤ i ≤ k and 1 ≤ j ≤ r + 1. Combining these two, the

relation holds by induction. Additionally, if we define E−1 = 0, then

E0+0 = E0E0 + E−1BE−1 = I

E0+1 = E0E1 + E−1BE0 = A

E1+0 = E1E0 + E0BE−1 = A .

Under this definition, we see that the relation holds for all 0 ≤ i, j. �

Theorem A.0.1 Let matrices be defined as in Equations (3.27, A.11). Let integers k, r ≥ 0. If,

Gk
(
Ar,Br;K

−1b
)
⊂ span (X) (A.20)

Gk
(
A∗
l ,B

∗
l ;K

∗,−1l
)
⊂ span (Y) (A.21)

then

XEi
r,RK−1

R bR = Ei
rK

−1b (0 ≤ i ≤ k − 1) (A.22)

l∗RK−1
R Ej

l,RY∗ = l∗K−1Ei
l (0 ≤ j ≤ r − 1) . (A.23)

These two relations imply,

l∗REi
r,RAr,REj

r,RK−1
R bR = l∗Ei

rArE
j
rK

−1b (A.24)

l∗REi
r,RBr,REj

r,RK−1
R bR = l∗Ei

rBrE
j
rK

−1b (A.25)

for all 0 ≤ i ≤ k − 1 and 0 ≤ j ≤ r − 1. As a result,

Mi = MRi (0 ≤ i ≤ k + r − 1) . (A.26)
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Proof Let projectors P,Q be defined as in Equations (A.8,A.9). We first prove Equa-

tion (A.22) by induction. For i = 0 and i = 1, by multiple application of Lemma (A.0.2), we

have,

XE0
r,RK−1

R bR = XI (Y∗KX)
−1

Y∗ (KK−1
)
b

= PK−1b

= K−1b

= E0
rK

−1b

XE1
r,RK−1

R bR = XAr,RK−1
R bR

= PArX (Y∗KX)
−1

Y∗ (KK−1
)
b

= PArPK−1b

= ArK
−1b

= E1
rK

−1b .

Assume the relation holds for all integers smaller than i. Then,

XEi
r,RK−1

R bR = X
(
Ar,REi−1

r,R + Br,REi−2
)
K−1
R bR

=
(
PArXEi−1

r,R + PBrXEi−2
r,R

)
K−1
R bR

= PAr

(
XEi−1

r,RK−1
R bR

)
+ PBr

(
XEi−2

r,RK−1
R bR

)

= PArE
i−1
r K−1b + PBrE

i−2
r K−1b

= P
(
ArE

i−1
r + PBrE

i−2
r

)
K−1b

= PEi
rK

−1b

= Ei
rK

−1b .

Similarly, we can prove Equation (A.23) by induction. For i = 0 and i = 1, by multiple application
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of Lemma (A.0.2), we have,

l∗RK−1
R E0

l,RY∗ = l∗
(
K−1K

)
X (Y∗KX)−1 IY∗

= l∗K−1Q

= l∗K−1

= l∗K−1E0
l

l∗RK−1
R E1

l,RY∗ = l∗RK−1
R Al,RY∗

= l∗
(
K−1K

)
X (Y∗KX)Y∗AlQ

= l∗K−1QAlQ

= l∗K−1Al

= l∗K−1E1
l .

Assume the relation holds for all integers smaller than i. Then,

l∗RK−1
R Ei

l,RY∗ = l∗RK−1
R

(
Ei−1
l,R Al,R + Ei−2

l,R Bl,R

)
Y∗

= l∗RK−1
R

(
Ei−1
l,R Y∗AlQ + Ei−2

l,R Y∗BlQ
)

=
(
l∗RK−1

R Ei−1
l,R Y∗

)
AlQ +

(
l∗RK−1

R Ei−2
l,R Y∗

)
BlQ

= l∗K−1Ei−1
l AlQ + l∗K−1Ei−2

l BlQ

= l∗K−1
(
Ei−1
l Al + Ei−2

l Bl

)
Q

= l∗K−1Ei
lQ

= l∗K−1Ei
l .

Since the vectors b, l are arbitrary in the expressions for the moments in Equations (3.39,3.40), the

equalities imply that,

Ei
XK−1 = K−1Ei

Y (A.27)

Ei
X,RK−1

R = K−1
R Ei

Y,R . (A.28)
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Equation (A.24) is obtained from this relation along with the Equations (A.22,A.23).

l∗REi
r,RAr,REj

r,RK−1
r,RbR = l∗R

(
K−1
R KR

)
Ei
r,R

(
K−1
R DR

)
Ej
r,RK−1

R bR

= l∗RK−1
R

(
KREi

r,RK−1
R

)
(Y∗DX)Ej

r,RK−1
R bR

=
(
l∗RK−1

R Ei
l,RY∗)D

(
XEj

r,RK−1
R bR

)

=
(
l∗K−1Ei

l

)
D
(
Ej
rK

−1b
)

= l∗K−1
(
KEi

rK
−1
)
DEj

rK
−1b

= l∗Ei
r

(
K−1D

)
Ej
rK

−1b

= l∗Ei
rArE

j
rK

−1b

Equation (A.25) is obtained by the same procedure as above with the substitutions,

Ar,R → Br,R Ar → Br .

Now for 0 ≤ i ≤ k − 1 and 0 ≤ j ≤ r − 1, using Lemma A.0.4 we have,

MRi+j+1 = l∗REi+j+1
r,R K−1

R bR

= l∗R

(
Ei+1
r,REj

r,R + Ei
r,RBr,REj−1

r,R

)
K−1
R bR

= l∗R

{(
Ei
r,RAr,R + Ei−1

r,RBr,R

)
Ej
r,R + Ei

r,RBr,REj−1
r,R

}
K−1
R bR

= l∗REi
r,RAr,REj

r,RK−1
R bR + l∗REi−1

r,RBr,REj
r,RK−1

R bR

+l∗REi
r,RBr,REj−1

r,R K−1
R bR

= l∗Ei
rArE

j
rK

−1b + l∗Ei−1
r BrE

j
rK

−1b + l∗Ei
rBrE

j−1
r K−1b

= l∗
{(

Ei
rAr + Ei−1

r Br

)
Ej
r + Ei

rBrE
j−1
r

}
K−1b

= l∗
(
Ei+1
r Ej

r + Ei
rBrE

j−1
r

)
K−1b

= l∗REi+j+1
r K−1b

= Mi+j+1 .

�
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Appendix B

Electrostatic electromechanical

coupling

The force, charge, and consistent tangent stiffness terms are derived from the nonlinear electro-

static electromechanical potential energy introduced in Section 4.4,

Πes(ϕ, φ) :=
1

2

∫

ϕ(Ω)

E(φ) ·E(φ) dΩ, (B.1)

=
1

2

∫

Ω

∇Xφ ·C−1∇Xφ J dΩ, (B.2)

E := −∇xφ. (B.3)

Ω is the reference (undeformed) configuration, ϕ is the deformation mapping, F is the deformation

gradient, C := FTF is the right Cauchy-Green tensor, J := det(F) is the Jacobian of the defor-

mation, φ is the potential, and E is the electrical field, Here the permittivity εrε0 = 1 is assumed

without loss of generality.
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By taking the first variation of this energy, one obtains,

δΠes(φ, ϕ) = Πes
φ [δφ] + Πes

ϕ [δϕ], (B.4)

Q[δφ] := Πes
φ [δφ]

=

∫

ϕ(Ω)

∇xδφ · ∇xφdΩ

=

∫

ϕ(Ω)

∇xδE · EdΩ, (B.5)

F[δφ] := Πes
ϕ [δϕ]

=
1

2

∫

Ω

∇XφC
−1∇XφδJ +∇Xφδ

(
C−1

)
∇XφJdΩ

=
1

2

∫

Ω

∇XφC
−1∇XφJF−T : δF −∇XφC

−1δCC−1∇XφJdΩ

=
1

2

∫

Ω

∇xφ∇xφJtr (∇xδϕ)−∇xφ
(
δFF−1 + F−T δFT

)
∇xφJdΩ

=
1

2

∫

Ω

∇xφ∇xφJtr (∇xδϕ)−∇xφ2sym (∇xδϕ)∇xφJdΩ

=
1

2

∫

ϕ(Ω)

∇xφ [tr (∇xδϕ) 1− 2sym(∇xδϕ)]∇xφdΩ

=

∫

ϕ(Ω)

∇xδϕ :

[
1

2
E ·E−E⊗E

]
dΩ. (B.6)

F denotes the linear form representing the force term and Q denotes the linear form representing
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the charge term. The consistent tangent stiffness is obtained by taking the second variation.

∆ (δΠ) = Πϕϕ[δϕ,∆ϕ] + Πϕφ[δϕ,∆φ] + Πφϕ[δφ,∆ϕ] + Πφφ[δφ,∆φ], (B.7)

Kφφ[δφ,∆φ] := Πφφ[δφ,∆φ],

=

∫

ϕ(Ω)

∇xδφ · ∇x∆φdΩ

=

∫

ϕ(Ω)

δE ·∆EdΩ, (B.8)

Kϕφ[δϕ,∆φ] := Πϕφ[δϕ,∆φ],

=

∫

ϕ(Ω)

∇xφsym [tr (∇xδϕ) 1− 2∇xδϕ]∇x∆φdΩ

=

∫

ϕ(Ω)

∇xδϕ :

[
∆E ·E− 1

2
∆E⊗E− 1

2
E⊗∆E

]
dΩ, (B.9)

Kφϕ[δφ,∆ϕ] := Πφϕ[δφ,∆ϕ]

=

∫

ϕ(Ω)

∇xδφsym [tr (∇x∆ϕ) 1− 2∇x∆ϕ]∇xφdΩ

=

∫

ϕ(Ω)

[
δE · E− 1

2
δE⊗E− 1

2
E⊗ δE

]
: ∇x∆ϕdΩ, (B.10)

Kϕϕ[δϕ,∆ϕ] = ∆

{
1

2

∫

ϕ(Ω)

∇xφsym [tr (∇xδϕ) 1− 2∇xδϕ]∇xφdΩ

}

= ∆

{
1

2

∫

Ω

∇XφF
−1sym

[
tr
(
∇XδϕF−1

)
1− 2∇XδϕF−1

]
F−T∇XφJdΩ

}

= A1 +A2 +A3 +A4 (B.11)
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A1 =
1

2

∫

Ω

∇XφF
−1sym

[
tr
(
∇XδϕF−1

)
1− 2∇XδϕF−1

]
F−T∇Xφ∆JdΩ

=
1

2

∫

Ω

∇XφF
−1sym

[
tr
(
∇XδϕF−1

)
1− 2∇XδϕF−1

]
F−T∇XφJtr

(
∆FF−1

)
dΩ

=
1

2

∫

Ω

∇XφF
−1sym

[
tr
(
∇X∆ϕF−1

)
tr
(
∇XδϕF−1

)
1− 2tr

(
∇X∆ϕF−1

)
∇XδϕF−1

]

F−T∇XφJdΩ

=
1

2

∫

ϕ(Ω)

∇xφsym [tr (∇x∆ϕ) tr (∇xδϕ) 1− 2tr (∇x∆ϕ)∇xδϕ]∇xφdΩ (B.12)

A2 =
1

2

∫

Ω

∇Xφ∆
(
F−1

)
sym

[
tr
(
∇XδϕF−1

)
1− 2∇XδϕF−1

]
F−T∇XφJdΩ

= −1

2

∫

Ω

∇XφF
−1∆FF−1sym

[
tr
(
∇XδϕF−1

)
1− 2∇XδϕF−1

]
F−T∇XφJdΩ

= −1

2

∫

Ω

∇XφF
−1
[
tr
(
∇XδϕF−1

)
∆FF−1 − 2∆FF−1sym

(
∇XδϕF−1

)]
F−T∇XφJdΩ

= −1

2

∫

ϕ(Ω)

∇xφ [tr (∇xδϕ)∇x∆ϕ− 2∇x∆ϕsym (∇xδϕ)]∇xφdΩ (B.13)

A3 =
1

2

∫

Ω

∇XφF
−1sym

[
tr
(
∇XδϕF−1

)
1− 2∇XδϕF−1

]
∆
(
F−T )∇XφJdΩ

= −1

2

∫

Ω

∇XφF
−1sym

[
tr
(
∇XδϕF−1

)
1− 2∇XδϕF−1

]
F−T∆FTF−T∇XφJdΩ

= −1

2

∫

Ω

∇XφF
−1
[
tr
(
∇XδϕF−1

)
F−T∆FT − 2sym

(
∇XδϕF−1

)
F−T∆FT

]
F−T∇XφJdΩ

= −1

2

∫

ϕ(Ω)

∇xφ
[
tr (∇xδϕ)∇x∆ϕT − 2sym(∇xδϕ)∇x∆ϕT

]
∇xφdΩ (B.14)

A4 =
1

2

∫

Ω

∇XφF
−1sym

[
tr
(
∇Xδϕ∆

(
F−1

))
1− 2∇Xδϕ∆

(
F−1

)]
F−T∇XφJdΩ

= −1

2

∫

Ω

∇XφF
−1sym

[
tr
(
∇XδϕF−1∆FF−1

)
1− 2∇XδϕF−1∆FF−1

]
F−T∇XφJdΩ

= −1

2

∫

ϕ(Ω)

∇xφsym [tr (∇xδϕ∇x∆ϕ)1− 2∇xδϕ∇x∆ϕ]∇xφdΩ (B.15)
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Summing the terms, Kϕϕ is given as,

Kϕϕ[δϕ,∆ϕ] =
1

2

∫

ϕ(Ω)

∇xφ [tr (∇x∆ϕ) tr (∇xδϕ) 1− 2tr (∇x∆ϕ) sym (∇xδϕ)

−tr (∇xδϕ)∇x∆ϕ+ 2∇x∆ϕsym (∇xδϕ)

−tr (∇xδϕ)∇x∆ϕT + 2sym (∇xδϕ)∇x∆ϕT

−tr (∇xδϕ∇x∆ϕ) 1 + 2sym(∇xδϕ∇x∆ϕ) ]∇xφdΩ

=
1

2

∫

ϕ(Ω)

∇xφ [tr (∇x∆ϕ) tr (∇xδϕ) 1− tr (∇xδϕ∇x∆ϕ) 1

−2tr (∇x∆ϕ) sym (∇xδϕ)− 2tr (∇xδϕ) sym (∇x∆ϕ)

+2sym(∇xδϕ∇x∆ϕ)

+2∇x∆ϕsym (∇xδϕ) + 2sym(∇xδϕ)∇x∆ϕT ]∇xφdΩ

=
1

2

∫

ϕ(Ω)

∇xφ [tr (∇xδϕ) tr (∇x∆ϕ) 1− tr (∇x∆ϕ∇xδϕ) 1

−2tr (∇x∆ϕ) sym (∇xδϕ)

−2tr (∇xδϕ) sym (∇x∆ϕ)

+2sym(∇xδϕ∇x∆ϕ)

+2sym(∇x∆ϕ∇xδϕ)

+2sym
(
∇xδϕ∇x∆ϕT

)
]∇xφdΩ (B.16)
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